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1 Introduction

During the last century, the substructure of matter has been investigated at increasingly shorter
distances. In 1911 in his famous scattering experiments, E. Rutherford discovered the substruc-
ture of the atom, [1]. Most of the mass of the atom was found to be contained in a small,
positively charged nucleus being surrounded by negatively charged, point-like electrons. Sub-
sequently, the proton, [2], and the neutron, [3], were identified to be the constituents of the
atomic nucleus, bound together by pions [4]. In the following R. Frisch and O. Stern (1933) and
R. Bacher, L. Alvarez and F. Bloch (1933/40) discovered the anomalous magnetic moments of
the proton and neutron, [5], which gave first evidence for a possible compositness of nucleons.
With the availability of electron beams of much higher energy during the 1950′s, R. Hofstadter
et. al. revealed the charge substructure of the nucleons [6].

Parallel to the investigations of the nucleon structure, a large amount of hadrons was discovered
in cosmic ray and accelerator experiments. Hadrons are strongly interacting particles which
occur as mesons (spin = 0, 1) or baryons (spin = 1/2, 3/2). In the beginning of the 1960′s
investigations were undertaken to systematize the hadrons, based on their properties as quan-
tum numbers or masses. In 1964, M. Gell-Mann, [7], and G. Zweig, [8], proposed the quark
model as a mathematical description for these hadrons1. Three quark flavors, up(u), down(d)
and strange(s), were sufficient to give a group-theoretic description of all hadrons known at that
time. The quarks were considered as fractionally charged, spin−1/2 states. Baryons thus consist
of three quarks and mesons of a quark-antiquark pair. Assuming SU(3) flavor symmetry, prop-
erties for hadrons such as their anomalous magnetic moment and, to some extent, mass relations
between groups of hadrons could be derived. The mass of the Ω−-baryon could be predicted
before it was finally observed, [9], marking a great success for the quark model. A problem
occurred in describing baryons containing quarks of the same flavor and spin, as is the case for
the ∆++ =| u ↑ u ↑ u ↑〉 state. This apparently violated the Pauli-principle. Greenberg, [10],
proposed parastatistics to solve this problem. Another solution consisted in maintaining the
Pauli-principle and introducing a new quantum number for the quarks being otherwise identical,
called color. The lack of direct experimental evidence of this new degree of freedom prompted
the assumption that all physical observables must be color-neutral [11–13]. At this stage, the
quark model provided a static description of hadrons but did not explain whether quarks are
the constituents of hadrons and, if so, which force would bind them to colorless states.

At the end of the 1960′s the Stanford Linear Accelerator SLAC, cf. [14], allowed to perform deeply
inelastic lepton-nucleon scattering experiments at much higher resolutions than previously pos-
sible. Deeply inelastic scattering is one of the cleanest ways to resolve the inner structure of
any composite object. A beam of well-known, structureless particles, which are not interacting
strongly, is scattered off the object of interest and one measures momentum and energy of the
outgoing particles. The scale which thus can be resolved decreases with increasing beam energy
and is inversely proportional to the modulus of the momentum exchanged between the interact-
ing particles. The SLAC-MIT experiments measured the structure functions of nucleons which
depend both on the energy transfer ν and the 4-momentum transfer q2 = −Q2 from the lepton
to the nucleon. In the case of unpolarized electron-proton scattering via the exchange of a single
virtual photon, the cross section can be described by two structure functions, F2(ν,Q

2) and
FL(ν,Q

2). In the high energy limit, Q2, ν → ∞, Q2/ν = fixed, it was found that both structure

1In contrast to Gell-Mann, Zweig considered quarks as real physical building blocks of the hadrons.
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functions F2(ν,Q
2) and FL(ν,Q

2) depend on the ratio of Q2 and ν only. This phenomenon was
called scaling [15]. Some time before, J. Bjorken predicted this behavior in a field theoretic anal-
ysis based on current algebra, which describes hadrons under the influence of electromagnetic
and weak interactions [16]. As the relevant parameter in the deep-inelastic limit he introduced
the Bjorken-scaling variable x = Q2/2Mν, where M is the mass of the nucleon. Shortly after,
R. Feynman could give a phenomenological explanation for this behavior of structure functions
within the parton model [17]. According to this model, the proton consists of several point-
like constituents, the partons. His assumption was that during the interaction time - which is
very short since high energies are involved - these partons behave as free particles off which the
electrons scatter elastically. Therefore the total cross section is just the incoherent sum of the
individual electron-parton cross-sections, weighted with the probability to find the particular
parton inside the proton. The latter is given for parton i of the proton by the parton density
fi(z). It denotes the probability to find the parton i in the proton carrying the fraction z of the
total proton momentum P . In the limit considered by Feynman, z becomes equal to x, giving
an explanation for scaling. Bjorken and E.A. Paschos, [18], identified quarks and partons.

In 1967 S. Weinberg proposed the electroweak SUL(2) × UY (1) standard model based on
gauge interactions, [19], extending earlier work by S. Glashow, [20], cf. also [21], for the lep-
tonic sector. This theory was proved to be renormalizable by G. t’Hooft and M. Veltman in
1972, [22], cf. [23,24], if anomalies are canceled including quarks in appropriate representations.
G. t’ Hooft also proved renormalization for massless Yang-Mills theories [25]. These gauge the-
ories had first been studied by C.N. Yang and R.L. Mills in 1954, [26], and have the distinctive
property that their gauge group is non-abelian, contrary to Quantum Electrodynamics. In 1973,
M. Gell-Mann, H. Fritzsch and H. Leutwyler, [27], cf. also [13], proposed to gauge color which
leads to an extension of the standard model to SUL(2)×UY (1)×SUc(3), including the strongly
interacting sector. The dynamical theory of quarks and gluons, Quantum Chromodymanics,
is thus a massless Yang-Mills theory which describes the interaction of different quark flavors
via massless gluons. Among the semi-simple compact Lie-groups, SU(3) turns out to be the
only possible gauge group for this theory, cf. [28]. In 1973 D. Gross and F. Wilczek, [29], and
H. Politzer, [30], proved in a 1-loop calculation that Quantum Chromodynamics is an asymp-
totically free gauge theory, which allows to perform perturbative calculations for processes at
high enough energies scales. There the strong coupling constant becomes sufficiently small and
a perturbative parameter.

The cross section of deeply inelastic processes receives contributions from two different reso-
lution scales Q2. One is the large energy - or small distance - region, to which perturbative
techniques can be applied. The other is the low energy - or long distance - region, which de-
scribes the hadronic bound state effects and cannot be treated perturbatively due to the large
coupling at these scales. The operator product expansion near the light–cone, [31], can be ap-
plied to separate these two effects. Thus the two energy scales of the process are associated with
two different quantities, the Wilson coefficients and the operator matrix elements. The former
contain the large scale contributions and can therefore be calculated perturbatively, whereas
the latter describe the low scale behavior and are quantities which have to be extracted from
experimental data. Using this technique, one can recover Feynman’s parton model and show the
equivalence of the approaches by Feynman and Bjorken in the twist–2 approximation [32].

The light-cone expansion also allows to explain the logarithmic scaling violations of the deep
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inelastic cross section, which had to be expected since QCD is not an essentially free field the-
ory [33–37]. In fact, the prediction of scaling violations is one of the strongest experimental
evidences of QCD.
Thus deeply inelastic scattering played a crucial role in formulating and testing QCD as the
theory governing the dynamics of quark systems. Its two most important properties are the
confinement postulate - all physical states have to be color singlets - and asymptotic freedom -
the strength of the interaction gets weaker at higher scales, i.e. shorter distance.

An important step toward completing the standard model were the observations of the three
heavy quarks charm, bottom and top. In 1974 two narrow resonances, called Ψ and Ψ′, were
observed at SLAC in e+e− collisions at 3.1 GeV and 3.7 GeV, respectively [38]. At the same
time at Brookhaven in proton-proton collisions a new particle called J was discovered at the
same energy as Ψ [39]. The Ψ and the J resonance were identified to describe the same particle,
called J/Ψ. Its existence could not be explained in terms of the three known quark flavors and
was interpreted as a meson consisting of a new quark, the charm quark. This was an important
success of the standard model, since the existence of the charm was postulated before, [40], and
is necessary to cancel anomalies for the 2nd family. With its mass of mc ≈ 1.3 GeV it is much
heavier than the light quarks, mu ≈ 2 MeV ,md ≈ 5 MeV ,ms ≈ 100 MeV, [41], and heavier than
the proton. In later experiments, two other heavy quarks were detected. In 1977 the Υ (= bb)
resonance was observed at Fermilab, [42], and interpreted as a bound state of an even heavier
quark, the bottom, with mb ≈ 4.2 GeV [41]. Ultimately, the quark picture was completed by
the discovery of the heaviest quark, the top-quark, in pp collisions at the Tevatron in 1995 [43].
Its mass is given by roughly mt ≈ 175 GeV [41]. The heavy quarks cannot be considered as
constituents of hadrons bound in atomic nuclei. They are excited in high energy experiments
and may form short-lived hadrons with the exception of the top-quark, which decays before it
can form a bound state.

The production mechanisms of heavy quarks give an important contribution to the structure
functions of deeply inelastic scattering [44–47]. A precise Mellin–space representation of the
heavy flavor Wilson coefficients was given in Ref. [48]. The structure function F2(x,Q

2) is mea-
sured in a wide kinematic region, [41], whereas FL(x,Q

2) was mainly measured in fixed target
experiments, [49], and determined in the region of large ν [50]. The last running period of
the Hadron-Elektron-Ring-Anlage HERA at DESY in Hamburg is devoted to the measurement of
FL(x,Q

2) in both experiments, H1 and ZEUS, and currently in progress [51]. The most important
factor to increase accuracy is to enrich luminosity at large enough scales in future experiments.
In the foreseeable future, experiments at the proposed US Electron-Ion-Collider (EIC) could be
able to measure FL(x,Q

2) at a much larger luminosity than HERA.
In order to derive theoretical predictions, a first step in calculating the heavy flavor contri-
butions to the structure functions consists in applying the renormalization group equation to
obtain mass factorization, cf. [52,53], between the heavy flavor Wilson coefficients and the light
flavor parton densities. These parton densities carry all information on the structure of the
proton at short distances and the level of twist-2. They are not calculable perturbatively and
have to be extracted from experimental data. However, since they are process independent
quantities, the same parton densities can be used to describe not only deeply inelastic events,
but also the proton-proton collisions at the upcoming Large-Hadron-Collider (LHC) at CERN.
The need for considering heavy quark production has therefore several aspects. One of them is
to obtain a better description of heavy flavor production and its contribution to the structure
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functions of the nucleon. On the other hand, increasing our knowledge on the perturbative part
of deep–inelastic processes allows for a more precise determination of the parton–densities from
experimental data. Thus one learns more about the structure of the proton and can use the
parton densities for the description of different processes, and along with this obtain a more
precise determination of the scale of Quantum Chromodynamics, ΛMS

QCD. This also serves as a
test for QCD, since one can compare the parton densities obtained from different experiments
and analyzes.

This thesis will concentrate on extrinsic unpolarized charm-production in deep-inelastic scat-
tering. The charm is the lightest of the heavy quarks and therefore requires lower energies to be
produced. In the case considered, the charm quark appears either through virtual corrections in
fermion loops or in the final state of the radiative processes. It is well suited to extract the gluon
density since at leading order (LO) only the photon-gluon fusion process contributes to the cross
section [44,45]. next-to-leading order (NLO) calculations as performed in Ref. [46] showed that
this process is still dominant, although now other processes contribute as well. The gluon density
plays a special role, since roughly 50 percent of the proton momentum can be attributed to it,
as data from Fermilab and CERN showed already in the seventies [54]. Improved knowledge on
g(x,Q2) is also necessary to describe gluon-initiated processes at the Tevatron and at the LHC.
Additionally, the study of heavy quark production will help to understand the small-x behavior
of the structure functions, since they show a steep rise, which is mainly attributed to the gluon
density.
At present the unpolarized heavy flavor corrections to the structure functions are known up
to NLO and partly to next-to-next-to-leading order (NNLO). The LO terms have been derived
in the late seventies, [44, 45], and a semi-analytical result at NLO in the mid-90’s [46]. In the
asymptotic limit Q2 ≫ m2

c , a similar factorization as described above for the heavy Wilson
coefficients can be obtained. Using the light–cone expansion, they are then given by a Mellin-
convolution of the massless Wilson coefficients C(Q2/µ2) and heavy partonic operator matrix
elements A(m2/µ2), µ2 being the factorization scale. This allows to calculate all contributions
but the power-suppressed terms (m2/Q2)k, as has first been outlined in Ref. [55]. The former
are process dependent quantities, whereas the latter are process independent and describe the
heavy quark mass effects. The Wilson coefficients for massless quarks were calculated in LO [56],
NLO [57–59], and NNLO [60–62]. An analytic result for the NLO heavy operator matrix elements
was derived in Ref. [55], thereby giving a full NLO analytic result in the asymptotic limit. The
asymptotic NNLO heavy flavor longitudinal Wilson coefficients have been derived recently [47].

The aim of this thesis is the calculation of the photon–light-parton fusion processes and their
contributions to the heavy Wilson coefficients in analytic form in the limit Q2 ≫ m2

c . Its main
part consists of recalculating the 2-loop heavy operator matrix elements, which are needed to
describe the asymptotic NLO contributions to F2(x,Q

2) and the NNLO result for FL(x,Q
2).

The respective matrix elements have been calculated for the first time in Ref. [55] but have not
yet been confirmed by an independent calculation. In doing so, massive 2–loop 2–point functions
have to be calculated with an additional operator insertion in the Feynman diagrams. Note that
applying the renormalization group equation allows for the calculation of the logarithmic heavy
flavor corrections and the constant in the asymptotic limit. However, the logarithmic orders are
given in terms of the known splitting functions, [33–35, 59, 63–66], and massless Wilson coeffi-
cients [56–62]. The main purpose of this thesis is therefore to calculate the constant term. As a
by-product LO and NLO splitting functions are obtained as well. These calculations finally allow
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to calculate the heavy flavor contributions FQQ
2 (x,Q2) and FQQ

L (x,Q2) in the region Q2 ≫ m2
c .

The problem to be solved is a single scale problem, since the external particles are gluons and
light quarks, respectively, on their mass-shell. The approach in Ref. [55] heavily relied on the
integration–by–parts method, [67], thereby reducing 5–propagator integrals to integrals with
only four propagators or less. In doing so, however, one artificially increases the number of
integrals and produces many terms which cancel in the end. Additionally, this calculation was
performed in z–space and not in Mellin–space, resulting in expressions containing a vast amount
of different Nielsen-integrals, [68]. In this work, a different approach is followed, which overcomes
these problems.

The thesis is organized as follows. Deeply inelastic scattering and how to treat it in the frame-
work of the parton model is described in detail in section 2. We discuss the framework of
factorization in the asymptotic limit Q2 ≫ m2

c using the light-cone expansion in section 3. The
renormalization procedure involved in this calculation and the regularization scheme is explained
in section 4. The complete leading order results, [44, 45], are recalculated in section 5. In sec-
tion 6 we apply the light–cone expansion and calculate the light flavor coefficient functions and
the 1–loop massive operator matrix element and thus obtain the asymptotic result of section 5.
The main part of this thesis is the calculation of the two-loop massive operator matrix elements
in section 7. Contrary to Ref. [55], integration–by–parts is thoroughly avoided, thereby com-
pacting and reducing the complexity of the calculation. By working in Mellin-space rather than
in z–space, the problem is shifted from integrating Nielsen-integrals with partly sophisticated
arguments to calculating sums with one free integer parameter, N . This is done by making use
of integral representations of generalized hypergeometric series and Mellin–Barnes integrals [69].
The final result can then be expressed in terms of harmonic sums [70,71]. Both approaches can
be mapped to each other, but the latter has several advantages. For instance, the number of dif-
ferent functions in the final result is reduced significantly. Another aspect is that this calculation
could be automatized to a large extent using the algebraic manipulation programs FORM, [72],
and MAPLE, contrary to Ref. [55], where a large part of the calculation had to be done by hand.
In section 8 the respective physical observables are described to O(a2s). Section 9 contains the
conclusion. Several technical aspects and sample calculations are given in the appendices.
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2 Deeply Inelastic Scattering

Scattering high energy leptons off hadrons provides one of the cleanest possibilities to investigate
the nucleon structure at short distances. Usually the 4-momentum transfers q2 = −Q2 involved
are at least of the order Q2 ≥ 1 GeV2, at which the target nucleonic states are destroyed during
the interaction. Hence the process is called inelastic. The resolution of spatial scales in deeply
inelastic scattering (DIS) is approximately given by 1/

√
Q2. Charged leptons (e±, µ±) as well

as neutrinos ν, ν can be used as probes of the hadrons and thus one is able to measure a variety
of scattering cross sections containing different flavor combinations of quarks. Additionally,
polarized lepton scattering at polarized targets can be performed in order to investigate the spin
structure of hadrons [73].
DIS has been very important in establishing QCD as an asymptotically free field theory. The
experiments performed at SLAC in 1968 prompted the introduction of the parton model, [17,18],
and lead to the acceptance of the quark hypothesis [7, 8, 18].
In section 2.1 we discuss the kinematics of the process. A general expression for the cross section
of unpolarized electromagnetic electron-proton scattering is given in section 2.2. The cross
section can then be related to the forward Compton amplitude via the optical theorem as will be
described in 2.3, which allows to make quite general statements on the mathematical structure
of the result, cf. section 2.4. Up to this point, all considerations are quite general, based on
the well-known electroweak theory and a description of the hadron using current algebra, [11],
only. This section concludes with the motivation and phenomenological description of the parton
model, cf. subsection 2.5, which explains many properties of DIS processes and was historically
a breakthrough in establishing QCD. Most importantly it can describe the scaling behavior of
the structure functions observed at SLAC.

2.1 Kinematics

We describe DIS at tree level (LO) in electroweak theory, see Figure 1. A lepton with momentum

P
}
PF

q

l
l′

Figure 1: Schematic graph of deeply inelastic scattering for single boson exchange.

l scatters off a nucleon of mass M and momentum P via the exchange of a virtual vector boson
with momentum q. The momentum of the outgoing lepton is given by l′ and the outgoing
hadronic jet is denoted by F with total momentum PF . Here F can consist of any combination
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of hadronic states allowed by quantum number conservation. The virtual vector boson is space-
like and one defines the virtuality Q2 as

Q2 := −q2 , (1)

q = l − l′ . (2)

Further important Lorentz-invariants are

s := (P + l)2 , (3)

W 2 := (P + q)2 = P 2
F . (4)

In order to describe this process, one usually refers to the scaling variable Bjorken-x, the variable
y and the total energy transfer ν of the lepton to the nucleon in the nucleon’s rest frame [16].
They are given by

ν :=
P.q

M
=

W 2 +Q2 −M2

2M
, (5)

x :=
−q2
2P.q

=
Q2

2Mν
=

Q2

W 2 +Q2 −M2
, (6)

y :=
P.q

P.l
=

2Mν

s−M2
=

W 2 +Q2 −M2

s−M2
. (7)

Note that lepton masses are neglected throughout this analysis. In general, the virtual vector
boson exchanged can be a γ, Z orW± –boson with the in– respectively outgoing lepton being an
electron, muon or neutrino, respectively. This thesis is restricted to electron–proton scattering.
Thus weak effects caused by the exchange of a Z–boson can be neglected as long as the virtuality
is not too large, i.e. Q2 ≤ 500 GeV2, cf. [74]. For these values of Q2 this reaction is dominated
by single photon exchange, which from now on will be considered only.
The physical region of this process is given by the condition

W 2 ≥M2 , (8)

which can be inferred from the fact that the incoming hadron is taken to be stable and cannot
decay into a system of smaller invariant mass [75]. By further considering the proton’s rest frame
and demanding a positive energy transfer from the lepton to the proton one obtains

ν ≥ 0 , 0 ≤ y ≤ 1 , s ≥M2 . (9)

From (8) follows the kinematic region for Bjorken-x via

W 2 = (P + q)2 =M2 −Q2
(
1− 1

x

)
≥M2

=⇒ 0 ≤ x ≤ 1 . (10)

Note that x = 1 describes the elastic process, whereas x < 1 is the inelastic region [76].

2.2 Cross Section

The transition matrix element of deeply inelastic ep-scattering in Born-approximation is given
by [28,77]

Mfi = 〈l′, λ′, PF | T | l, λ, P, σ〉 = e2u(l′, λ′)γµu(l, λ)
1

q2
〈PF | Jem

µ (0) | P, σ〉 . (11)
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Here the spin components of the electron are denoted by λ and of the initial state proton
by σ. The initial proton state and the final hadronic one are denoted by | P, σ〉 and | PF 〉,
respectively. The γ-matrices are denoted by γµ, u is the bi-spinor of the electron and u its
conjugate, see Appendix A. Further e is the electric charge and Jem

µ (ξ) the quarkonic part of the
electromagnetic current. At the moment, it is not necessary to specify this current any further.
Note, however, that we consider neutral currents, which are self-adjoint

J†
µ(ξ) = Jµ(ξ) . (12)

In view of QCD, the electromagnetic quark current is given by

Jem
µ (ξ) =

∑

f

Ψf (ξ)γµλ
emΨf (ξ) , (13)

where Ψf (ξ) denotes the quark field of flavor f . For three light flavors, λem is given by the
following combination of generators of the flavor group SU(3)flavor, cf. [78, 79],

λem =
1

2

(
λ3f +

1√
3
λ8f

)
. (14)

The kinematics of the process can be measured from the scattered lepton or the hadronic final
states, [80], depending on the experiment. The unpolarized cross section is obtained by averaging
over the spin degrees of freedom of the leptonic and hadronic states [28, 77]. According to
standard definitions, [81], the differential inclusive cross section is then given by

l′0
dσ

d3l′
=

1

32(2π)3(l.P )

∑

λ′,λ,σ,F

(2π)4δ4(PF + l′ − P − l)|Mfi|2 . (15)

Inserting the transition matrix element (11) into the relation for the cross section, one notices
that the trace over the leptonic states forms a separate tensor, Lµν . Similarly, the hadronic
tensor Wµν is formed,

Lµν(l, l
′) =

∑

λ′,λ

[
u(l′, λ′)γµu(l, λ)

]∗[
u(l′, λ′)γνu(l, λ)

]
, (16)

Wµν(q, P ) =
1

4π

∑

σ,F

(2π)4δ4(PF − q − P )〈P, σ | Jem
µ (0) | PF 〉〈PF | Jem

ν (0) | P, σ〉 . (17)

Thus one arrives at the following relation for the cross section

l′0
dσ

d3l′
=

1

4P.l

α2

Q4
LµνWµν

=
1

2(s−M2)

α2

Q4
LµνWµν , (18)

where α is the fine-structure constant, see Appendix A. The leptonic tensor in (18) can be
computed easily in the context of the standard model. Using relations given in Appendix A one
obtains

Lµν(l, l
′) = Tr[/lγµ/l ′γν ] = 4(lµl

′
ν + l′µlν −

Q2

2
gµν) . (19)
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The description of the hadronic tensor, which represents all produced hadronic states, forms
the heart of the problem. It cannot be calculated perturbatively within the framework of a
field-theory as QCD. In the following, quite general considerations on the hadronic tensor will
be performed, based on a description using current-algebra, [11], and elementary quantum me-
chanics. As will be shown in subsequent sections, parts of the hadronic tensor can in fact be
calculated perturbatively.
In order to rewrite the hadronic tensor to obtain a form more suitable for calculation, one uses
the well-known integral representation of the δ-distribution

δ4(x) =
1

(2π)4

∫
d4ξ exp(−ixξ) (20)

and the translation operator, [82],

Ô(ξ) = exp(iP̂ ξ)Ô(0) exp(−iP̂ ξ) . (21)

Here Ô is any operator dependent on the 4-vector ξ. P̂ is the 4-momentum operator. To shorten
notation, the following abbreviation for spin-averaging of the initial proton state is introduced

∑

σ

〈P, σ | Ô | P, σ〉 ≡ 〈P | Ô | P 〉 . (22)

One arrives at

Wµν(q, P ) =
1

4π

∑

F

∫
d4ξ exp(−i(PF − q − P )ξ)〈P | exp(−iP̂ ξ)Jem

µ (ξ) exp(iP̂ ξ) | PF 〉

〈PF | Jem
ν (0) | P 〉

=
1

4π

∫
d4ξ exp(iqξ)〈P | Jem

µ (ξ)
[∑

F

| PF 〉〈PF |
]
Jem
ν (0) | P 〉

=
1

4π

∫
d4ξ exp(iqξ)〈P | Jem

µ (ξ)Jem
ν (0) | P 〉 . (23)

Here we used the completeness relation
∑

F

| PF 〉〈PF |= 1 . (24)

The hadronic tensor has now been obtained as Fourier-transform of the expectation value of the
non-local operator Jem

µ (ξ)Jem
ν (0). One may further simplify this expression due to the fact that

the product of the two currents vanishes if one exchanges their ordering. In order to show this,
one applies the same manipulations as in (23) in reverse way in the following expression

1

4π

∫
d4ξ exp(iqξ)〈P | Jem

µ (0)Jem
ν (ξ) | P 〉

=
1

4π

∫
d4ξ exp(iqξ)

∑

F

〈P | Jem
µ (0) | PF 〉〈PF | exp(iP̂ ξ)Jem

ν (0) exp(−iP̂ ξ) | P 〉

=
1

4π

∫
d4ξ exp(−iξ(−q − PF + P ))

∑

F

〈P | Jem
µ (0) | PF 〉〈PF | Jem

ν (0) | P 〉

=
1

4π

∑

F

(2π)4δ4(−q − PF + P )〈P | Jem
µ (0) | PF 〉〈PF | Jem

ν (0) | P 〉 . (25)
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The δ-distribution in (25) enforces

P 2
F = (P − q)2 =M2 −Q2 − Q2

x
≤M2 , (26)

since Q2 ≥ 0. However, (26) contradicts (8) and is therefore unphysical. Hence the expres-
sion (25) vanishes and one arrives at the following final form of the hadronic tensor

Wµν(q, P ) =
1

4π

∫
d4ξ exp(iqξ)〈P | [Jem

µ (ξ), Jem
ν (0)] | P 〉 , (27)

where the bracket [a, b] denotes the commutator of a and b.
Using symmetry and conservation laws, the hadronic tensor can be decomposed into a variety
of different scalar structure functions and thus be stripped of its Lorentz-structure. In the most
general case, there are 14 independent structure functions [83, 84]. However, in the case con-
sidered here only two structure functions contribute. One requires Lorentz and time-reversal
invariance, [31], and additionally makes use of the fact that the electromagnetic current is con-
served

∂µJ
em
µ (ξ) = 0 . (28)

By using a well-known property of the Fourier-transform, one can show that electromagnetic
gauge invariance of the hadronic tensor follows

qµW
µν = 0 . (29)

The leptonic tensor (19) is symmetric and thus cancels all antisymmetric parts ofWµν . The only
quantities which can contribute to the Lorentz-structure of the hadronic tensor in the unpolarized
case are then given by

gµν , qµqν , PµPν , qµPν + qνPµ . (30)

By making a general ansatz for the hadronic tensor using (30) and imposing gauge invariance,
one expresses the hadronic tensor by two dimensionless structure functions

Wµν =
1

2x

(
gµν −

qµqν
q2

)
FL(x,Q

2) +
2x

Q2

(
PµPν +

qµPν + qνPµ

2x
− Q2

4x2
gµν

)
F2(x,Q

2) . (31)

The structure functions F2(x,Q
2), FL(x,Q

2) depend on two variables, Bjorken-x and Q2, con-
trary to the case of elastic scattering, in which only one variable, e.g. the energy, determines the
cross section. Due to hermiticity of the hadronic tensor, the structure functions are real. The
decomposition (31) of the hadronic tensor allows to express the differential cross section (18) of
unpolarized DIS in case of single photon exchange

dσ

dxdy
=

2πα2

xyQ2

{[
1 + (1− y)2

]
F2(x,Q

2)− y2FL(x,Q
2)

}
. (32)

All information on the structure of the proton is contained in the structure functions, and this
is generally also the case for polarized electroweak interactions. A third structure function,
F1(x,Q

2), which is not independent of the previous ones, may be considered

F1(x,Q
2) =

1

2x

[
F2(x,Q

2)− FL(x,Q
2)
]
. (33)
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When evaluating the hadronic tensor in the context of QCD, one usually treats F2 and FL sepa-
rately. It is therefore useful to derive explicit expressions relating these two structure functions
to the hadronic tensor by the projections gµνWµν and P µP νWµν :

gµνWµν(q, P ) =
D − 1

2x
FL(x,Q

2)− D − 2

2x
F2(x,Q

2) ,

P µP νWµν(q, P ) =
Q2

8x3
FL(x,Q

2) . (34)

HereD denotes the space-time dimension, see Appendix A. Target mass corrections are neglected
throughout this thesis, i.e. we set P 2 = 0. Solving (34) for the structure functions yields

FL(x,Q
2) =

8x3

Q2
P µP νWµν(q, P ) ,

F2(x,Q
2) =

2x

D − 2

[
(D − 1)

4x2

Q2
P µP νWµν(q, P )− gµνWµν(q, P )

]
. (35)

2.3 The Tensor for Forward Compton Scattering

In quantum field theory one usually considers a time-ordered product, denoted by T, rather
than a commutator. By interpreting the final state | PF 〉 in DIS as a virtual intermediate one,
the hadronic tensor can be expressed as the imaginary part of the virtual forward Compton
amplitude, denoted by Tµν(x,Q

2). This is done by applying the optical theorem as depicted
graphically in Figure 2. Using this description one can perform the light–cone expansion, [31],
starting from a time-ordered product and derive quite general statements on the moments of the
structure functions as will be shown in the subsequent section.

∑
F

F

2

= 1
2π

Im

Figure 2: Schematic picture of the optical theorem.

The optical theorem states

Wµν(q, P ) =
1

2π
Im Tµν(q, P ) , (36)

where the Compton amplitude is given by, cf. [78],

Tµν(q, P ) = i

∫
d4ξ eiqξ〈P | TJem†

µ(ξ)J
em
ν (0) | P 〉 . (37)

Since in the present case the current is self-adjoint, see (12), the † will be omitted from now on.
In (37) the time ordered product of two bosonic operators A(x) , B(x) is given by, cf. [28],

T ( A(x) B(y)) = θ(x0 − y0)A(x)B(y) + θ(y0 − x0)B(y)A(x) . (38)
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In order to prove (36), one uses similar manipulations as in (23). Thus one obtains

Tµν(q, P ) = i

∫
d4ξ eiqξ〈P | TJem

µ (ξ)Jem
ν (0) | P 〉

= i

∫
d4ξ eiqξ〈P | θ(ξ0)Jem

µ (ξ)Jem
ν (0) + θ(−ξ0)Jem

ν (0)Jem
µ (ξ) | P 〉

= lim
ε→0

i
∑

F

(2π)3
∫
dξ0

(
exp(−iξ0(−q0 − P0 + PF,0 − iε))δ3(PF −P− q)θ(ξ0)

〈P | Jem
µ (0) | PF 〉〈PF | Jem

ν (0) | P 〉+ exp(−iξ0(−q0 + P0 − PF,0 + iε))

δ3(−PF +P− q)θ(−ξ0)〈P | Jem
ν (0) | PF 〉〈PF | Jem

µ (0) | P 〉
)

= lim
ε→0

∑

F

(2π)3
( δ3(PF −P− q)

−q0 − P0 + PF,0 − iε
〈P | Jem

µ (0) | PF 〉〈PF | Jem
ν (0) | P 〉

+
δ3(−PF +P− q)

q0 − P0 + PF,0 − iε
〈P | Jem

ν (0) | PF 〉〈PF | Jem
µ (0) | P 〉

)

(39)

Now one can use the distribution identity, [85],

lim
ε→0

1

x− iε
= P

(1
x

)
+ iπδ(x) , (40)

where P denotes Cauchy’s principal value. The imaginary part of the Compton amplitude then
becomes

Im Tµν =
∑

F

(2π)3π
(
δ4(PF − P − q)〈P | Jem

µ (0) | PF 〉〈PF | Jem
ν (0) | P 〉

+δ4(−PF + P − q)〈P | Jem
µ (0) | PF 〉〈PF | Jem

ν (0) | P 〉
)
. (41)

Similarly to (25), the last term of the upper equation is unphysical and therefore equal to zero.
The final result is

Im Tµν =
∑

F

(2π)3πδ4(PF − P − q)〈P | Jem
µ (0) | PF 〉〈PF | Jem

ν (0) | P 〉 . (42)

Comparing (42, 17) yields the optical theorem (36).

2.4 Moment Structure of the Hadronic Tensor

By applying the same invariance and conservation conditions as for the hadronic tensor, the
Compton amplitude can be expressed in the unpolarized case similarly by two amplitudes
TL(Q

2, ν) and T2(Q
2, ν). It is then given by

Tµν(q, P ) =

(
gµν +

qµqν
Q2

)
νTL(Q

2, ν)

2xM
+

(
PµPν +

qµPν + qνPµ

2x
− Q2

4x2
gµν

)
T2(Q

2, ν)

M2
. (43)

Using translational invariance, one can show that (37) is crossing symmetric under
q → −q, cf. [83],

Tµν(q, P ) = Tµν(−q, P ) . (44)
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Note that q → −q is equivalent to ν, x → (−ν), (−x), as can be inferred from (5, 6). The
corresponding relations for the amplitudes are then obtained by considering (43)

T(L,2)(Q
2, ν) = T(L,2)(Q

2,−ν) . (45)

By (36) these amplitudes relate to the structure functions FL and F2 as

F(L,2)(x,Q
2) =

1

2π

ν

M
Im T(L,2)(Q

2, ν) . (46)

Another general property of the Compton amplitude is that TL and T2 are real analytic functions
of ν at fixed Q2, cf. [86], i.e.

T(L,2)(Q
2, ν∗) = T ∗

(L,2)(Q
2, ν) . (47)

By applying (subtracted) dispersion relations, one can further analyze the Compton amplitude.
In doing so, one of the crucial assumptions is that scattering amplitudes are analytic in the
complex plane except at values of kinematic variables allowing intermediate states to be on their
mass-shell, i.e. physical. This general feature has been proved to all orders in perturbation
theory [87]. In QCD, however, the intermediate states are quarks and gluons, which are not
observable due to confinement. Therefore they cannot be regarded as physical asymptotic states
and for QCD the theorem is an assumption only, which is justified on grounds of the parton
model. When ν ≥ Q2/2M , the virtual photon-proton system can produce a physical hadronic
intermediate state, so the T(L,2)(Q

2, ν) have cuts along the positive real ν-axis. More precisely,
there is a pole at ν = Q2/2M corresponding to elastic scattering and a cut beginning at the pion
production threshold, [86]. For this analysis, however, the pion mass is neglected and the cut
begins at the pole. The discontinuity along the cut is then just given by (36). For the amplitudes
T2, TL the following forward dispersion relation holds, cf. [83],

T(L,2)(Q
2, ν) = 4M

∫ ∞

Q2/2M

dν ′
1

ν ′2 − ν2
F(L,2)(Q

2, ν ′) . (48)

By using x = Q2/2νM and shifting y := Q2/2ν ′M one arrives at

T(L,2)(Q
2, ν) =

4M

νx

∫ 1

0

dy
F(L,2)(Q

2, y)

1− y2

x2

. (49)

After a Laurent expansion one obtains the following moment decomposition, cf. [83],

T(L,2)(Q
2, ν) =

4M

ν

∞∑

N=0,2,4,..

1

xN+1

∫ 1

0

dy yNF(L,2)(Q
2, y) . (50)

Note that the sum runs over even N only. The last formula yields a natural connection to the
Mellin–moments of the structure functions. The Mellin transform of a function f is defined by

M[f ](N) :=

∫ 1

0

dz zN−1f(z) . (51)

The Mellin-convolution of two functions f, g, denoted by f ⊗ g, is given in z-space via

[f ⊗ g](z) =

∫ 1

0

dz1

∫ 1

0

dz2 δ(z − z1z2) f(z1)g(z2) , (52)
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and decomposes in Mellin-space into a simple product of the Mellin-transforms of the two func-
tions, i.e.

M[f ⊗ g](N) = M[f ](N)M[g](N) . (53)

In (51,53), N is taken to be an integer, however, later on one may perform analytic continuation
to arbitrary complex values of N [88, 89].
From (50), one can infer that in Mellin-space only even moments contribute to the hadronic
tensor. This is important for the symmetry of the problem under consideration, since in the
subsequent calculation often terms emerge differing by a factor (−1)N only and can therefore be
taken to be a priori equal.

2.5 The Parton Model

The structure functions, see Eq. (31), do in general depend on two kinematic variables, x and
Q2. Bjorken was the first who found scaling, cf. [16], i.e. in the Bjorken limit {Q2, ν } → ∞,
x fixed, the structure functions depend on the ratio of these variables only

lim
{Q2, ν} → ∞, x=const.

F(L,2)(x,Q
2) = F(L,2)(x) . (54)

Soon after this prediction, scaling was observed experimentally in electron-proton collisions at
SLAC (1968). Similar to the α−particle scattering experiments by Rutherford in 1911, the
cross section remained large at high momentum transfer Q2. This suggested point-like targets.
However, only in rare cases a single proton was detected in the final state, consisting of a
large number of hadrons. To account for these observations, Feynman introduced the parton
model [17]. He assumed the proton to be an extended object, consisting of several point-like
particles, which he called partons. They are held together by their mutual interaction and behave
like free particles during the interaction with the highly virtual photon in the Bjorken-limit. This
is another way of demanding the fundamental property of QCD, asymptotic freedom. Note that
the success of these assumptions prompted the search for a field theory enjoying this property.
One arrives at the picture of the proton being “frozen” while the scattering takes place. The
electron scatters elastically off the partons and this process does not interfere with the other
partonic states, the “spectators”. The proton is destroyed during this interaction, forming the
final–state hadrons. The DIS cross section is then given by the incoherent sum over the individual
virtual electron–parton cross sections. Since no information on the particular proton structure
is known, Feynman described parton i by the parton distribution function (PDF) fi(z). It gives
the probability to find parton i in the “frozen” proton, carrying the fraction z of its momentum.
Figure 3 gives a schematic picture of the parton model in the Born approximation. The parton
momentum is denoted by p , p′ being its momentum after the interaction. Similar to the scaling
variable x one can define the partonic scaling variable τ . It plays the same role as the Bjorken-
variable, but in the partonic subprocess only. It is given by

τ :=
Q2

2p.q
, (55)

where the superscript i for the individual partons has been suppressed. In the collinear parton
model2, which is applied throughout this thesis, p = zP holds, i.e. the momentum of the partons

2For other parton models as the covariant parton model cf. [90].
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p′

︸ ︷︷ ︸
spectators

Figure 3: Deeply inelastic electron-proton scattering in the parton model.

is taken to be parallel to the proton momentum. By (55) one obtains

τz = x . (56)

Feynman’s original parton model, referred to as the naive parton model, neglects the mass of
the partons and enforces the strict correlation

δ

(
q.p

M
− Q2

2M

)
, (57)

due to the experimentally observed scaling behavior, which leads to z = x. This means that
the momentum fraction carried by the partons is just given by Bjorken-x. Further the proton is
considered to be made up of three valence-partons, two u and one d type. The QCD improved
parton model drops this restriction and allows virtual quark states (sea-quarks) and gluons as
partons as well. It can be proved by applying the light–cone expansion, as will be shown in
section 3. In section 2.5.1 the validity of Feynman’s parton model will be considered. The
factorization theorem of the QCD improved parton, cf. section 3, will be motivated in section
2.5.2 and used to derive the naive parton model at LO and the scaling behavior of the structure
functions.

2.5.1 Validity of the Parton Model

The validity of the parton picture can be justified by considering an impulse approximation
of the scattering process as seen from a certain class of reference frames, in which the proton
momentum is taken to be very large (P∞-frames). This limit together with the Bjorken–limit
cause two important facts to happen to the proton: The internal interactions of its partons are
time dilated, and it is Lorentz contracted in the direction of the collision. As the center-of-mass
(cms) energy increases, the parton lifetimes are lengthened and the time it takes the electron
to interact with the proton is shortened. Therefore the condition for the validity of the parton
model is given by, cf. [18, 91],

τint
τlife

≪ 1 . (58)

Here τint denotes the interaction time and τlife the average life time of a parton. If (58) holds, the
proton will be in a single virtual state characterized by a certain number of partons during the
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entire interaction time. This justifies the assumption of parton i carrying a definite momentum
fraction zi of the proton in the cms. zi is expected to satisfy 0 ≤ zi ≤ 1, since otherwise there
would be partons moving in opposite directions. Therefore this parton model is also referred to
as the collinear parton model, since the proton is assumed to consist out of a stream of partons
with parallel momenta. Further

∑
i zi = 1 holds. In order to derive the fraction of times in (58),

one aligns the coordinate system parallel to the proton’s momentum. Thus one obtains in the
limit P2 ≫M2

P =

(√
P 2
3 +M2; 0, 0, P3

)
≈
(
P3 +

M2

2 · P3

; 0, 0, P3

)
. (59)

The photon momentum can be written in general as

q = (q0; q3, ~q⊥) , (60)

where ~q⊥ denotes its transverse momentum with respect to the proton. From (59,60) constraints
follow on the choice of q

Mν = q.P = (q0 − q3)P3 +
M2

2P3

q0 , −q2 = (q3 + q0)(q3 − q0) + |~q⊥|2 . (61)

By the requirement that both νM and q2 approach a limit independent of P as P → ∞, one
finds

q0 − q3 =
u

P3

, q0 = vP3 . (62)

There are many possibilities to choose u and v. This reflects the fact that there are many possible
infinite momentum frames. The cms system of the initial states yields

v = (2Mν +
q2

4P 2
3

) , u =Mν . (63)

Thus one obtains for the characteristic interaction time scale using an (approximate) time–energy
uncertainty relation

τint ≃ 1

q0
=

4P3x

Q2(1− x)
. (64)

The life time of the individual partons is estimated accordingly to be inversely proportional to
the energy fluctuations of the partons around the average energy E

τlife ≃
1∑

iEi − E
. (65)

Here Ei denote the energies of the individual partons. By introducing the two-momentum ~k⊥i of
the partons perpendicular to the direction of motion of the proton as given in (59), one derives
constraints on the validity of the collinear parton model. Eq. (65) can then be rewritten as

∑

i

Ei − E =
∑

i

√
zi2P 2

3 +mi
2 + ~k2⊥i −

√
P 2
3 +M2 , (66)
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where mi denotes the mass of the i-th parton. Further calculation yields the parton life
time, cf. [92],

∑

i

Ei − E =
∑

i

ziP3

√
1 +

mi
2 + k2⊥i

zi2P 2
3

− P3 −
M2

2P3

≈
∑

i

ziP3 +
∑

i

mi
2 + k2⊥i

2xiP3

− P3 −
M2

2P3

=
1

2P3

·
(
∑

i

mi
2 + k2⊥i

zi
−M2

)
,

=⇒ τlife =
2P3

∑

i

mi
2 + k⊥i

2

zi
−M2

. (67)

Together with (65) one finds

τint
τlife

=
2x

Q2(1− x)

(
∑

i

(m2
i + k2⊥i)/zi −M2

)
. (68)

This expression is independent of P3. The above procedure allows therefore to estimate the
probability of deeply inelastic scattering to occur independently of the momentum of the proton.
Accordingly, consider now the case of two partons with momentum fractions x and 1 − x and
equal perpendicular momentum, neglecting all masses. One obtains

τint
τlife

≈ Q2

(1− x)2
· 1

2k⊥
2 . (69)

The above example therefore leads to the conclusion, that deeply inelastic scattering probes single
partons if the virtual mass of the virtual photon is much larger than the transverse momenta
squared of the partons and Bjorken-x is neither close to one nor zero, since in the latter case
xP3 would be the large momentum to be considered.

2.5.2 Scaling

In the QCD improved parton model, besides the δ-distribution a function wi
µν(τ,Q

2) contributes
to the hadronic tensor. One factorizes the hadronic tensor into the PDFs and the equivalent of
the hadronic tensor at the parton level, the partonic tensor wi

µν . The PDFs are non-perturbative
quantities and have to be extracted from experiment, whereas the partonic tensors are calculable
perturbatively. The hadronic tensor is then given by, [75],

Wµν(x,Q
2) =

1

4π

∑

i

∫ 1

0

dz

∫ 1

0

dτz
(
fi(z) + f i(z)

)
wi

µν(τ,Q
2)δ(x− zτ) . (70)

Here the number of partons and their respective type are not yet specified and we have included
the corresponding PDF of the respective anti-parton, denoted by f(z). Comparing (70) to (52)
one notices, that the hadronic tensor is just a Mellin-convolution of the PDFs with the partonic
tensor. This tensor belongs to the particular subprocess of parton i. Let us assume that the
electromagnetic parton current takes the simple form

〈i | jiµ(τ) | i〉 = −ieiuiγµui , (71)
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similar to the leptonic current as present in (11). Here ei is the charge of parton i. At LO one
finds for the partonic structure tensor

wi
µν(τ,Q

2) =
2πe2i
q.pi

δ(1− τ)
[
2piµp

i
ν + piµqν − gµνq.p

i
]
. (72)

Note that the δ-distribution in (72) together with the δ-distribution in (70) just reproduces
Feynman’s assumption of the naive parton model, z = x. Substitution of (72) into the general
expression for the hadronic tensor (31) and projecting onto the structure functions via (35) yields

FL(x,Q
2) = 0 ,

F2(x,Q
2) =

∑

i

e2ix
(
fi(x) + f i(x)

)
. (73)

This result, at LO, is the same as one obtains in the naive parton model. It predicts that

• The Callan-Gross relation, cf. [93], holds:

FL(x,Q
2) = F2(x,Q

2)− 2xF1(x,Q
2) = 0. (74)

• The structure functions are scale-independent

These predictions were a success of the parton model, reproducing the general properties of the
data as observed at SLAC.
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3 Operator Product Expansion Near the Light Cone

In the Bjorken limit DIS structure functions can be described within the light–cone expan-
sion (LCE), [31], which allows a systematic consideration of the contributions of different
twist. At leading twist τ = 2 the unpolarized nucleon structure functions Fi(x,Q

2) are ob-
tained as Mellin convolutions between the parton densities fj(x, µ

2) and the Wilson coefficients
Cj

i (x,Q
2/µ2)

Fi(x,Q
2) =

∑

j

Cj
i

(
x,
Q2

µ2

)
⊗ fj(x, µ

2) (75)

to all orders in perturbation theory. This property is also formulated in the factorization the-
orems [52, 53]. Here µ2 denotes the factorization scale and ⊗ the Mellin convolution, cf. (53).
Since the distributions fj refer to massless partons, the heavy flavor effects are contained in the
Wilson coefficients only. The Wilson coefficients themselves can be viewed as quasi cross–sections
in pV ∗–scattering, where V ∗ denotes the virtual vector boson exchanged. We are interested in
the massive contributions to F(2,L)(x,Q

2) in the region Q2 ≫ m2. These are the non–power
corrections in m2/Q2, i.e. all logarithmic contributions and the constant term. In the limit
Q2 ≫ m2 the massive Wilson coefficients HS,NS

(2,L),i(Q
2/m2,m2/µ2, x), likewise the case for the

structure functions (75), factorize

HS,NS
(2,L),i

(
Q2

m2
,
m2

µ2
, x

)
= CS,NS

(2,L),k

(
Q2

µ2
, x

)
⊗ AS,NS

k,i

(
m2

µ2
, x

)
(76)

into the Wilson coefficients CS,NS
(2,L),k (Q

2/µ2, x) accounting for light flavors and the massive oper-

ator matrix elements AS,NS
k,i (m2/µ2, x), see section 3.3.

3.1 Light Cone Dominance

In the Bjorken limit, Q2 → ∞, ν → ∞, and x fixed, it can be shown that the hadronic tensor
is dominated by its contribution near the light–cone, i.e. by the values of the integrand in (27)
at ξ2 ≈ 0, cf. [31]. This can be understood by considering the infinite momentum frame, see
section 2.5.1,

P = (p0; 0, 0, p0) , (77)

q = (
ν

2p0
;
√
Q2, 0,

ν

2p0
) , (78)

p0 ≈
√
ν → ∞ . (79)

According to the Riemann-Lebesgue theorem, the integral in (27) is dominated by the region
where q.ξ ≈ 0 due to the rapidly oscillating exponential exp(iq.ξ). One can now rewrite the dot
product as

q.ξ =
1

2
(q0 − q3)(ξ0 + ξ3) +

1

2
(q0 + q3)(ξ0 − ξ3)− q1z1 , (80)

and infer that the condition q.ξ ≈ 0 in the Bjorken-limit is equivalent to

ξ0 ± z3 ≈ 1√
ν
, ξ1 ≈ 1√

ν
, (81)
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resulting in

ξ2 ≈ 0 , (82)

which means light–cone dominance, i.e. for DIS in the Bjorken-limit the dominant contribution
to the hadronic tensor Wµν(q, P ) comes solely from the region where ξ2 ≈ 0.

3.2 Light Cone Expansion

In the cross section of DIS, (18), the hadronic tensor (27) can be decomposed into two structure
functions, see Eq. (31),

Wµν(q, P ) =
1

4π

∫
d4ξ exp(iqξ)〈P | [Jem

µ (ξ), Jem
ν (0)] | P 〉

=
2x

Q2

(
PµPν +

qµPν + qνPµ

2x
− Q2

4x2
gµν

)
F2(x,Q

2)

+
1

2x

(
gµν +

qµqν
Q2

)
FL(x,Q

2) . (83)

In the Bjorken limit, the integrand of (83) is dominated by its contribution near the light–cone
and one can write the light–cone expansion of the current-current correlation as, cf. [31],

lim
ξ2→0

[
J(ξ), J(0)

]
∝
∑

i,N,τ

cNi,τ (ξ
2, µ2)ξµ1

...ξµN
Oµ1...µm

i,τ (0, µ2) . (84)

Here the Lorentz indexes of the currents have been suppressed for brevity. In (84) the local
operators Oi,τ (ξ, µ

2) are finite as ξ2 → 0. The singularities which appear for the product of two
operators as their arguments become equal are shifted to the c-number coefficients cNi,τ (ξ

2, µ2)
and can therefore be treated separately. The summation index i runs over the set of allowed
operators in the model, while the sum over N extends to infinity. Dimensional analysis shows
that the degree of divergence of the functions cNi,τ as ξ2 → 0 is given by

c
(N)
i,τ

(
ξ2

)
∝
(

1

ξ2

)−τ+2dJ

. (85)

Here, dJ denotes the canonical dimension of the current J(ξ) and τ is the twist of the local
operator Oµ1..µN

i,τ (z), which is defined by, cf. [32],

τ := DO −N . (86)

DO is the canonical (mass) dimension of Oµ1..µN

i,τ (z, µ2) and N is called its spin. From (85) one
can infer that the most singular coefficients are those of lowest twist related to the operators
stemming from the LCE of the electromagnetic currents (13), i.e. in the case considered here
twist τ = 2. Operators with higher twist lead to suppression factors (µ2/Q2)k, with µ a typical
mass scale of O(1 GeV). We consider only the lowest twist contributions in the following.
Both the operators and the coefficient functions are renormalized, which is indicated by the
renormalization scale µ2. Within QCD, all twist–2 operators can be classified according to their
flavor group representation. There are two classes. The twist-2 singlet operators are given by

Oµ1....µN

q (z) =
1

2
iN−1S[q(x)γµ1Dµ2 ....DµN q(x)]− TraceTerms , (87)

Oµ1....µN

g (z) =
1

2
iN−2S[F a,µ1

α (z)Dµ2 ....DµN−1F a,α,µN (z)]− TraceTerms , (88)
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and the flavor non-singlet operator is

Oµ1....µN

q,r (z) =
1

2
iN−1S[q(x)γµ1Dµ2 ....DµN

λr
2
q(x)]− TraceTerms . (89)

Here Dµ = ∂µ + igsTaA
a
µ denotes the covariant derivative and S is the symmetrization operator

for the Lorentz indexes µi. Further a denotes the color index, F a
µν is the field strength tensor of

the gluon field and the matrices λr/2 represent the generators of the flavor group SU(Nf = 3).
q denotes the quark fields. The classification of the composite operators (87–89) in terms of
flavor singlet and non-singlet refers to their symmetry properties with respect to the flavor
group SU(Nf ). Since the electromagnetic current Jµ(z) belongs to the singlet and adjoint
representation of SU(Nf ), the twist-2 operators, derived from the products of two currents, do
so as well. Operators (87,88) are singlets under SU(Nf ). Further (87) is referred to as pure-
singlet (PS) operator. Since (89) is the only operator carrying flavor quantum number due to
the presence of λr, it belongs to the adjoint representation of SU(Nf ) and is hence referred to
as the non-singlet (NS) operator [28].
Inserting the LCE (84) into the hadronic tensor (83) leads to the following result in Mellin-space
for the structure functions

FN
i (Q2) ∝

∑

i=q,g

AN
i (µ

2/M2)CN
i (Q

2/µ2) , (90)

where the operator matrix element (OME) and the coefficient function are defined by

AN
i (µ

2/M2) = 〈P | ON
i (0, µ

2) | P 〉 ,

CN
i (Q

2/µ2) =

∫
d4ξ exp(−iqξ)cNi (ξ2, µ2) . (91)

Note that by identifying the nucleonic OME with the PDF one obtains Eq. (75).

3.3 Operator Matrix Elements

We denote the contributions to the coefficient functions in (75) stemming from heavy flavor
production by HS,NS

(2,L),i(Q
2/m2,m2/µ2, x). As has been first outlined in Ref. [55], these massive

Wilson coefficients factorize in the limit Q2 ≫ m2

HS,NS
(2,L),i

(
Q2

m2
,
m2

µ2
, x

)
= CS,NS

(2,L),k

(
Q2

µ2
, x

)
⊗ AS,NS

k,i

(
m2

µ2
, x

)
(92)

into the light flavor Wilson coefficients CS,NS
(2,L),k (Q

2/µ2, x) and massive operator matrix elements

AS,NS
k,i (m2/µ2, x). The latter take a similar role as the parton densities in (75), but they are

calculable perturbatively. Note that in (92) for the singlet case i, k = g, q and for the non-singlet
case i, k = q. The factorization (92) is a consequence of the renormalization group and the fact
that we restrict the investigation to non–power corrections to HS,NS

(2,L),i (Q
2/m2,m2/µ2, x). The

operator matrix elements AS,NS
k,i obey the expansion

AS,NS
k,i

(
m2

µ2

)
= 〈i|OS,NS

k |i〉 = δk,i +
∞∑

l=1

alsA
S,NS,(l)
k,i

(
m2

µ2

)
, i = q, g (93)
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of the twist–2 singlet and non–singlet operators OS,NS
k (87-89) between partonic states |i〉,

which are related to the initial–state nucleon states |N〉 by collinear factorization. Here
as = αs(µ

2)/(4π) denotes the strong coupling constant. The operator matrix elements are
process–independent quantities. The process dependence of HS,NS

(2,L),i is described by the associ-
ated massless coefficient functions

CS,NS
(2,L),k

(
Q2

µ2

)
=

∞∑

l=l0

alsC
(l),S,NS
(2,L),k

(
Q2

µ2

)
, k = g , q , (94)

calculated in the MS scheme. For later use we introduce the notation

Ĉ(2,L),k

(
Q2

µ2

)
= C(2,L),k

(
Q2

µ2
, NL +NH

)
− C(2,L),k

(
Q2

µ2
, NL

)
. (95)

Here NH , NL are the number of heavy and light flavors, respectively. In the following we will
consider the case of a single heavy quark, i.e. NH = 1. The formalism is easily generalized
to more than one heavy quark species. The heavy flavor Wilson coefficient is obtained as the
expansion of the product of (93, 94) to the respective order in as.

3.4 Structure of the Heavy Quark Coefficient Functions in the Limit
Q2 ≫ m2 up to O(a2

s)

In order to obtain expressions for the heavy quark coefficient functions up to O(a2s), one expands
the heavy quark coefficient functions into a perturbative series

HS,NS
(2,L),i

(
Q2

m2
,
m2

µ2

)
=

∞∑

k=0

aksH
(k),S,NS
(2,L),i

(
Q2

m2
,
m2

µ2

)
. (96)

(97)

By inserting the perturbative expansions (93, 94, 96) into (92) one obtains for the coefficients
HS,PS,NS

2,(g,q) corresponding to the structure function F2 up to O(a2s), [55],

HS
2,g

(
Q2

m2
,
m2

µ2

)
= as

[
A

(1)
Qg

(
m2

µ2

)
+ Ĉ

(1)
2,g

(
Q2

µ2

)]

+ a2s

[
A

(2)
Qg

(
m2

µ2

)
+ A

(1)
Qg

(
m2

µ2

)
⊗ C

(1)
2,q

(
Q2

µ2

)
+ Ĉ

(2)
2,g

(
Q2

µ2

)]
, (98)

HPS
2,q

(Q2

m2
,
m2

µ2

)
= a2s

[
A

PS,(2)
Qq

(m2

µ2

)
+ Ĉ

PS,(2)
2,q

(Q2

µ2

)]
, (99)

HNS
2,q

(Q2

m2
,
m2

µ2

)
= a2s

[
A

NS,(2)
qq,Q

(m2

µ2

)
+ Ĉ

NS,(2)
2,q

(Q2

µ2

)]
. (100)

26



To O(a3s) the longitudinal heavy quark Wilson coefficients HS,PS,NS
L,g(q) read, [47],

HS
L,g

(
Q2

m2
,
m2

µ2

)
= asĈ

(1)
L,g

(
Q2

µ2

)
+ a2s

[
A

(1)
Q,g

(
µ2

m2

)
⊗ C

(1)
L,q

(
Q2

µ2

)
+ Ĉ

(2)
L,g

(
Q2

µ2

)]

+ a3s

[
A

(2)
Q,g

(
µ2

m2

)
⊗ C

(1)
L,q

(
Q2

µ2

)
+A

(1)
Q,g

(
µ2

m2

)
⊗ C

(2)
L,q

(
Q2

µ2

)
+ Ĉ

(3)
L,g

(
Q2

µ2

)]

(101)

HPS
L,q

(
Q2

m2
,
m2

µ2

)
= a2sĈ

PS,(2)
L,q

(
Q2

µ2

)
+ a3s

[
A

PS,(2)
Qq

(
µ2

m2

)
⊗ C

(1)
L,q

(
Q2

µ2

)
+ Ĉ

PS,(3)
L,q

(
Q2

µ2

)]
(102)

HNS
L,q

(
Q2

m2
,
m2

µ2

)
= a2sĈ

NS,(2)
L,q

(
Q2

µ2

)
+ a3s

[
A

NS,(2)
qq,Q

(
µ2

m2

)
⊗ C

(1)
L,q

(
Q2

µ2

)
+ Ĉ

NS,(3)
L,q

(
Q2

µ2

)]
, (103)

where

C
(2)
L,q = CNS

L,q + CPS
L,q (104)

and

HS
L,q = HNS

L,q +HPS
L,q . (105)

The functions C
(k)
(2,L),i(Q

2/µ2) are the scale dependent Wilson coefficients in the MS scheme with

C
(k)
2,L,i(Q

2/µ2) = c
(k)
(2,L),i for Q

2 = µ2 given in Refs. [56–62]. A
(k)
ij (m2/µ2) are the operator matrix

elements defined in Eq. (93) and have been calculated up to O(a2s) in Ref. [55]. Note that due to
the structure of the longitudinal heavy flavor coefficients, up to O(a3s) only the O(a2s) operator
matrix elements contribute [47]. This allows to obtain a NNLO result for HL,(g,q) involving the

2-loop OMEs A
(2)
ij , unlike the case of H2,(g,q). The relations (98-103) are given for renormalized

quantities. Unrenormalized OMEs emerging from the calculation will be denoted by a hat later
on. The renormalization procedure will be discussed in section 4.

3.5 Outline of the Computation of Â
(k)
ij

In this section we describe the computation of the unrenormalized OMEs ÂQg, Â
PS
Qq , and Â

NS
qq,Q

in perturbation theory. First we consider the singlet OME ÂQg, defined by (93)

ÂQg

(
m2

µ2
, ǫ

)
= 〈g | Oµ1..µN

q | g〉 . (106)

Here | g〉 represents the external on-shell gluon state and Oµ1..µN

q is the twist-2 heavy quark
local operator as defined in Eq. (87). In perturbation theory, (106) can be evaluated order by
order in the coupling constant by applying the standard QCD Feynman-rules and the Feynman-
rules for composite operators as given in Appendix B. The Green’s function needed for ÂQg

is obtained by considering the vacuum expectation value of the time–ordered product of the
composite operator, inserted between the external gluon fields. Since an S-Matrix element is
calculated, one needs to amputate the external field and arrives at the following equation in
momentum space

ǫµ(p)Gab
Q,µνǫ

ν(p) = 〈0 | T(Aa
µ(x)O

µ1...µN

q (0)Ab
ν(y)) | 0〉 , (107)
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where Gab
Q,µν is the connected Green’s function. In (107), Aa,b

µ,ν denote the external gluon fields
with color indexes a, b, Lorentz indexes µ, ν and momentum p. The local operators are traceless
symmetric tensors under the Lorentz group. The computation of the Green’s functions will
reveal trace terms, which have to be projected out by multiplying with an external source
Jµ1....µN

= ∆µ1
...∆µN

, where ∆µ is a light-like vector, ∆2 = 0. One obtains

Jµ1..µN
Oµ1....µN

q (z) =
1

2
iN−1q(x)/∆∆µ2

Dµ2 ....∆µN
DµN q(x) . (108)

The tensor Gab
Q,µν then relates to the OME as

Gab
Q,µν = ÂQg

(
m2

µ2
, ε

)
δab(∆.p)N

(
− gµν +

∆µpν +∆νpµ
∆.p

)
. (109)

The unrenormalized matrix element is thus given by

ÂQg

(
m2

µ2
, ε

)
=

1

N2
c − 1

1

D − 2
(−gµν)δab(∆.p)−NGab

Q,µν . (110)

The corresponding relations for an external quark field in the non-singlet case ÂNS
qq,Q and the

pure-singlet case ÂPS
Qq read

u(p)Gij
Qu(p) = 〈0 | T(qi(x)Oµ1...µN

Q (0)qj(y)) | 0〉 , (111)

u(p)Gij
q λru(p) = 〈0 | T(qi(x)Oµ1...µN

q,r (0)qj(y)) | 0〉 . (112)

By the same argument as above one arrives at the following projector for the OMEs

Âfq

(
m2

µ2
, ε

)
=

1

Nc

δij
1

4
(∆.p)−NTr(/pGij

f ) . (113)

The computation of the OMEs in this thesis is done in Mellin-space, other than in Ref. [55],
where the calculation was thoroughly performed in z-space. From section 2.4, (Eq. 50) we infer
that only even Mellin-moments contribute to the heavy coefficient functions in the LCE. This is
reflected by the fact that the results of the OMEs for the singlet and pure-singlet case appear
with the universal factor

1 + (−1)N

2
. (114)

Therefore one defines the Mellin-transform of the singlet and pure-singlet OMEs by

M[Afk](N) :=
1 + (−1)N

2

∫ 1

0

dz zN−1Afk(z) . (115)
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4 Regularization and Renormalization

4.1 Dimensional Regularization

When evaluating momentum integrals of Feynman diagrams in D = 4 dimensions, one usually
encounters singularities, which have to be regularized. A convenient method is to apply D-
dimensional regularization [94–97]. The dimensionality of space–time is analytically continued
to values D 6= 4, for which the corresponding integrals converge. After performing the Wick
rotation Euclidean space integrals, see Appendix F, of the form

∫
dDk

(2π)D
(k2)r

(k2 +R2)m
=

1

(4π)D/2

Γ(r +D/2)Γ(m− r −D/2)

Γ(D/2)Γ(m)
(R2)r+D/2−m (116)

are obtained. The properties of the Γ–function in the complex plane are well known, see Ap-
pendix H, and therefore one can analytically continue the right-hand side of (116) from integer
D to arbitrary complex values of D. In order to recover the space-time dimension, one sets

D = 4 + ε . (117)

The singularities can now be isolated by expanding the Γ–functions into a Laurent-series around
ε = 0. They appear as poles in ε. One has to keep in mind that the parameter integrals
which have to be introduced to bring a multi–dimensional integral into the form (116), see
Eq. (F.2), usually diverge as well as ε→ 0. However, by introducing ε, one also continues these
parameter integrals analytically and the same argument holds. Accordingly, all quantities have
to be considered in D dimensions. This applies for the metric tensor gµν in D dimensions and
the Clifford-Algebra of γ matrices, see Appendix A.
Also the bare coupling constant ĝs, being dimensionless for D = 4, has to be continued to
D-dimensions. Due to this it acquires a mass dimension

ĝs,D = µ
−ε/2
0 ĝs , (118)

which is absorbed in the arbitrary scale factor µ0. From now on, (118) is understood to have
been applied and we set

ĝ2s
(4π)2

= âs . (119)

Dimensional regularization has the advantage that it obeys all physical requirements such as
Lorentz-invariance, gauge invariance and unitarity [95, 98]. Hence it is suitable to be applied in
perturbative quantum field theory.

4.2 The MS Scheme

Using dimensional regularization, the poles of the unrenormalized results appear as terms 1/εi,
where in 2-loop calculations i = 1, 2. In order to remove these singularities, one has to perform
renormalization and mass factorization. To do this, a suitable renormalization scheme has to be
chosen. The most commonly used schemes in perturbation theory are the MS-scheme, [99], and
the MS-scheme, [100], the latter being used in this thesis.
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In the renormalization procedure the MS-scheme subtracts only the pole terms in ε. More gener-
ally, the MS-scheme makes use of the observation that terms 1/ε always appear in combination
with the spherical factor

Sε ≡ exp
[ε
2
(ln(4π)− γE)

]
, (120)

which may be bracketed out for each loop order. Here γE denotes the Euler-Mascheroni constant

γE := lim
N→∞

( ∞∑

k=1

1

N
− ln(N)

)
≈ 0.577215664901 . . . . (121)

By subtracting the poles in the form Sε/ε in the MS-scheme, no terms containing lnk(4π), γkE
will appear in the renormalized result, simplifying the expression [28].

4.3 Renormalization of Âij

In this section we describe how the bare OMEs Âij defined in Eq. (93) are renormalized. The
renormalization proceeds in three steps. First mass and coupling constant renormalization will
be performed. Also the composite operators require renormalization since the bare operators
exhibit ultraviolet singularities. After renormalization the OMEs are denoted by Ãij. Since the
OMEs are calculated for an incoming gluon or light quark which is on-shell, p2 = 0, collinear (C)-
divergences appear as well. These singularities are removed by mass factorization, [52, 53], and
give the renormalized OMEs Aij. We will not distinguish between UV- and C- singularities in
the following but deal with them in the same way, introducing a common value of ε. In the end,
the OMEs will be represented in such a way that the coefficients of the pole terms are given by
products of the splitting functions, [33–35,59,63–66], and in terms of the β-function, [29,30,101].
Thus our result can not only be compared with the results in Ref. [55], but for the pole terms
also with other results in the literature. If not stated otherwise, the MS-scheme will be used for
the renormalization.
For the OME Âij , the perturbative series in the bare coupling constant âs, see Eq. (119), reads

Âij =
∞∑

k=0

âksA
(k)
ij . (122)

In order to perform mass renormalization, the on–mass–shell scheme is chosen, i.e. the renor-
malized quark propagator is required to be equal to the free propagator at p2 = m2

q and the
gluon propagator obeys p2 = 0. In this scheme, the mass Z-Factor reads, [79],

Zm = 1 + âsCFSε

(
m2

µ2

)ε/2[
6

ε
− 4

]
, (123)

where CF is a color factor of SU(N), cf. Appendix D,

CF =
N2 − 1

2N
. (124)

Due to (123), the bare mass m̂, which appears in Âij has to be replaced by the renormalized
mass m via

m̂ = Zmm = m+ (Zm − 1)m = m+ âsδm . (125)
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In order to do this, one notices that the bare mass can be factored out of the unrenormalized
OMEs via

Â
(k)
ij =

(
m̂2

µ2

) ε

2
k

Â
′(k)
ij ,

where the elements Â
′(k)
ij have no mass dependence. Up to O(â2s), mass renormalization proceeds

now as follows

Âij = Â
′(0)
ij + âs

(
m̂2

µ2

) ε

2

Â
′(1)
ij + â2s

(
m̂2

µ2

)ε

Â
′(2)
ij

= Â
′(0)
ij + âs

(
m+ âsδm

µ

)ε

Â
′(1)
ij + â2s

(
m+ âsδm

µ

)2ε

Â
′(2)
ij

= Â
(0)
ij + âsÂ

(1)
ij + â2s

[
δm

d

dm
Â

(1)
ij + Â

(2)
ij

]
. (126)

Notice that in (126) the zeroth order OME Â
(0)
ij has no mass dependence.

In order to renormalize the strong coupling constant âs, one proceeds in different ways for the
light and heavy quark contributions. The light quark flavors are the u, d and s-quark (Nf = 3).
The heavy quark flavors are labeled by c = 1, b = 2, t = 3 and their masses are given by
mi, i = 1..3. The coupling constant âs is renormalized via the Z-factor Z2

g as

ĝs = gsZg ,

âs = asZ
2
g . (127)

In order to obtain Zg, one applies the Slavnov-Taylor identity, [23],

Zg =
Z1

Z
3/2
3

. (128)

Therefore, one needs to know the Z-factors of the gluon propagator, Z3, and of the 3-gluon
vertex, Z1. To obtain the contributions to Z1 and Z3 from the counterterm and the light quark,
gluon and Faddeev–Popov ghosts loops, the MS-scheme is applied. These parts read, in Feynman
gauge,

Z l
1 = 1 + as

2

ε
Sε

[
−2

3
CA +

4

3
TRNf

]
, (129)

Z l
3 = 1 + as

2

ε
Sε

[
−5

3
CA +

4

3
TRNf

]
. (130)

The color invariants in (129, 130) of SU(N) are given by, cf. Appendix D,

CA = N , TR =
1

2
. (131)
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The heavy quark loop contribution to Z1 and Z3 are obtained by requiring that the corresponding
gluon self energy Π(p2,mi) vanishes at light–like momentum, i.e. Π(0,mi) = 0. They are equal
to

ZH
1 = ZH

3 = as
Sε

ε

8

3
TR

[
1 +

ζ2
8
ε2

]
3∑

i=1

(
m2

i

µ2

)ε/2

. (132)

The condition Π(0,mi) = 0 leads to the factor (1+ζ2ε
2/8), where ζn are the values of Riemann’s

ζ–function at integer values of n, cf. Appendix (H.8). Inserting (132, 130, 129) into (128) and
expanding up to O(as) yields

Zg =
Z l

1 + ZH
1

(Z l
3 + ZH

3 )3/2
= 1 + asSε

{
β0
ε

+
β0,Q
ε

[
1 +

ζ2
8
ε2

]
3∑

i=1

(
m2

i

µ2

)ε/2}
. (133)

In (133), β0 is the lowest order term of the expansion of the β-function [29,30,101]

β(gs) = −gs
∞∑

k=0

βk

( gs
4π

)2k+2

, (134)

β0 :=
11CA − 4TRNf

3
. (135)

The contribution of one heavy quark of species i to the β-function is then given by

β0,i = −4

3
TR . (136)

Finally one arrives at the following expression for the renormalized strong coupling constant as
up to O(a2s)

as = asZ
2
g = as

{
1 + asδas

}
, (137)

δas := Sε

{
2β0
ε

+
2β0,Q
ε

[
1 +

ζ2
8
ε2

]
3∑

i=1

(
m2

i

µ2

)ε/2}
. (138)

Using (137) and (126), the OME Âij reads, after mass and coupling constant renormalization
up to O(a2s),:

Âij = δij + asÂ
(1)
ij + a2s

{
Â

(2)
ij + δm

d

dm
Â

(1)
ij + δasÂ

(1)
ij

}
. (139)

The strong coupling constant obeys the evolution equation

das
d ln(µ2)

= −
∞∑

k=0

βka
k+2
s , (140)

where βk are the expansion coefficients of the β-function (134). β0 to β3 were calculated in the
MS-scheme in Ref. [29, 30, 101]. Solving the evolution equation (140) in the MS-scheme, [100],
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the running coupling constant is then given in 4-loop approximation by, cf. [102,103],

as(Q
2) =

1

β0

(
Q2/Λ2

MS

) − 1

β3
0

(
Q2/Λ2

MS

)2β1 ln
(
Q2/Λ2

MS

)

+
1

β3
0

(
Q2/Λ2

MS

)3

{
β2
1

β2
0

[
ln2
(
Q2/Λ2

MS

)
− ln

(
Q2/Λ2

MS

)
− 1
]
+
β2
β0

}

+
1

β4
0

(
Q2/Λ2

MS

)4

{
β3
1

β3
0

[
− ln3

(
Q2/Λ2

MS

)
+

5

2
ln2
(
Q2/Λ2

MS

)
+ 2 ln

(
Q2/Λ2

MS

)
− 1

2

]

− 3
β1β2
β2
0

ln
(
Q2/Λ2

MS

)
+

β3
2β0

}
. (141)

Here the QCD scale ΛMS has been introduced. Note that the expansion coefficients of the β–
function depend on the number of active quark flavors Nf . At the production threshold of heavy
quarks, this leads to matching conditions for the values of as(Nf − 1) and as(Nf ) [103].

Operator renormalization in Mellin-space is performed by multiplying with the operator Z-factor
ZO

Âij

(
m2

µ2
, as, ε

)
= ZO,ik(as, ε)⊗ Ãkj

(
m2

µ2
, as, ε

)
. (142)

In the singlet case, (142) is a matrix equation, since the gluon and quark-singlet OMEs mix under
renormalization, because they have the same quantum numbers [79]. In the non-singlet case,
no mixing occurs. ZO is related to the anomalous dimension matrix of the composite operators
(87-89) as

γNij = −(ZO(µ))
−1
ik

∂

∂µ
ZO,kj(µ) (143)

in Mellin-space. In z-space, the latter are given by the splitting functions.

γNij = −
∫ 1

0

dzzN−1Pij(z) . (144)

For the Mellin-space representation of the LO and NLO splitting functions, see Appendix L.
The matrix elements ZO,ij can then be expanded in a perturbative series

ZO,ij =
∞∑

k=0

aksZ
k
O,ij . (145)

By using (142) and inverting the matrix ZO, one obtains the OMEs Ãij up to O(a2s), [55],

Ãij = δij + as

[
Â

(1)
ij + Z

−1,(1)
O,ij

]

+ a2s

[
Â

(2)
ij + δm

d

dm
Â

(1)
ij + δasÂ

(1)
ij + Z

−1,(1)
O,ik Â

(1)
kj + Z

−1,(2)
O,ij

]
. (146)
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The structure of the expansion coefficients Z
−1,(k)
O,ij of the inverse ZO matrix can be inferred from

the literature, cf. e.g. [104], see Appendix L. The collinear divergences are removed in much the
same way by performing mass factorization, cf. Ref. [55],

Ãij

(
m2

µ2
, as

)
= Aik

(
m2

µ2
, as, ε

)
⊗ Γkj(as, ε) . (147)

Here, Aij denote the finite OMEs and Γij are the transition functions. Expanding the latter in
a power series in as yields

Γij =
∞∑

k=0

aksΓ
(k)
ij . (148)

By inverting the Γ-matrix in (147) one obtains the finite OMEs up to O(a2s), [55],

Aij = δij + as

[
Â

(1)
ij + Z

−1,(1)
O,ij + Γ

−1,(1)
ij

]

+ a2s

[
Â

(2)
ij + δm

d

dm
Â

(1)
ij + δasÂ

(1)
ij + Z

−1,(1)
O,ik Â

(1)
kj + Z

−1,(2)
ij

+
{
Â

(1)
ik + Z

−1,(1)
O,ik

}
⊗ Γ

−1,(1)
kj + Γ

−1,(2)
ij

]
. (149)

Here Γ−1,k
ij are the expansion coefficients of the inverse Γ–matrix up to O(a2s), given in the

literature, [105], and listed in Appendix L.
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5 F
QQ
2 and F

QQ
L at Leading Order

At leading order (LO) the structure functions FQQ
2 and FQQ

L derive from the tree level cross-
section of virtual photon-gluon scattering

γ∗ +G→ Q+Q+X . (150)

This reaction is referred to as Bethe-Heitler fusion process and has been calculated first in
Ref. [44, 45]. The structure functions can be calculated using the collinear parton model, i.e.
the constituents (partons) of the proton are viewed as free particles during the interaction time
and their 4-momentum is taken to be parallel to the proton momentum [17]. The perturbative
and non-perturbative part of the scattering cross section can then be separated due to the
factorization theorems, [52, 53], see Eq. (75). At LO two Feynman-diagrams contribute to the
process, see Figure 4.
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Figure 4: Feynman diagrams contributing to the photon gluon fusion process at LO.

Here k denotes the 4-momentum of the gluon and

k = zP , (151)

i.e. z is the fraction of the proton momentum carried by the gluon. The scaling variable τ is the
ratio of the Bjorken-variable x and z

τ :=
x

z
, (152)

see section 2.5. The cms velocity v of the produced quarks is given by, cf. [45],

v =

(
1− 4

m2

Q2

τ

1− τ

)1/2

. (153)

The condition v ≥ 0 defines the threshold a

v ≥ 0 ⇔ z

x
≤ a ≡ 1 +

4m2

Q2
. (154)
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According to the factorization theorems, [52,53], the structure functions are given by the Mellin-
convolution of the non-perturbative parton densities and the perturbative coefficient functions.
The integration boundaries are determined by condition (154). The heavy quark coefficient func-
tions are denoted by H(2,L),g(τ,Q

2/m2,m2/µ2) and their contribution to the structure functions
is [55], see section 3,

FQQ
(2,L)

(
x,
Q2

m2

)
= x

1∫

ax

dz

z
G(z, µ2)H(2,L),g

(
τ,
Q2

m2
,
m2

µ2

)
, (155)

with G(z, µ2) being the gluon density. In this section the LO term H
(1)
(2,L),g(τ,Q

2/m2,m2/µ2) of

the heavy quark coefficient functions is calculated. Later, the limit Q2 ≫ m2 is performed. As
has been discussed in section 2, the matrix element of this process can be obtained by separating
the leptonic and the hadronic parts. One obtains the structure functions by projecting the
hadronic tensor, Eq. (35),

1

x
FQQ
2

(
x,
Q2

m2

)
=

2

D − 2

[
4(D − 1)

x2

Q2
kµkνWµν − gµνWµν

]
(156)

FQQ
L

(
x,
Q2

m2

)
=

8x3

Q2
kµkνWµν , (157)

where D denotes the space-time dimension, D = 4 + ε. By applying (155) and factorizing the
hadronic tensor, one obtains similar projection relations for the heavy quark structure functions

H2,g

(
τ,
Q2

m2
,
m2

µ2

)
=

2

D − 2

[
4(D − 1)

τ 2

Q2
kµkνwµν − gµνwµν

]
(158)

HL,g

(
τ,
Q2

m2
,
m2

µ2

)
=

8τ 2

Q2
kµkνwµν , (159)

where wµ,ν is now the purely perturbative part of the hadronic tensor, cf. section 2.5.2, and is
derived from the Feynman diagrams of Figure 4 at LO.

5.1 Complete Calculation of H
(1)
(2,L),g at Leading Order

Using the Feynman rules of Appendix B, the matrix element contributing to H
(1)
(L,2),g reads

Mρµ = u(p2)igsγρi
/p1 − /q +m

(p1 − q)2 −m2
ieqγµv(p1) + u(p2)igsγρi

/p1 − /q +m

(p1 − k)2 −m2
ieqγµv(p1) . (160)

Throughout this thesis the Feynman gauge is used. Squaring the matrix element yields a quantity
depending on four indexes

Hρµσν :=MρµM∗σν . (161)

Since one considers the case of unpolarized gluons, one has to sum over the polarization states
of the gluons via a contraction with the metric tensor −gρσ. This average results into an overall
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factor 1/(D− 2) due to the fact that a vector particle has (D− 2) spin degrees of freedom in D
dimensions. According to the optical theorem, the hadronic tensor is now given by

wµν =
1

2π
Im tµν =

1

2π

[
−gρσ
D − 2

Hρµσν

]
, (162)

where tµν is the partonic equivalent of the forward Compton amplitude. Since we consider
the inclusive cross section, the quark–antiquark momenta are integrated over. All integrals are
non-singular, hence we set D = 4 and obtain, [81],

H
(1)
2,g

(
τ,
Q2

m2
,
m2

µ2

)
=

TR
4π

∫
dR2

(
gµν − 12

τ 2

Q2
kµkν

)
Hµνρσgµρ (163)

H
(1)
L,g

(
τ,
Q2

m2
,
m2

µ2

)
=

TR
4π

∫
dR2

(
−8

τ 2

Q2
kµkνH

µνρσgµρ

)
. (164)

Here TR is a color factor, cf. Appendix D, given by TR = 1/2 for SU(N). Note that the quark
charge eq is not included in Eqs. (163, 164). The phase space element is given in Appendix C.
The expression for the coefficient functions simplifies to

H
(1)
2,g

(
τ,
Q2

m2
,
m2

µ2

)
=

TR
4π

∫ t+

t−

dt

64πsp2cm

(
gµν − 12

τ 2

Q2
kµkν

)
Hµνρσgρσ (165)

H
(1)
L,g

(
τ,
Q2

m2
,
m2

µ2

)
=

TR
4π

∫ t+

t−
dR2

dt

64πsp2cm

(
−8

τ 2

Q2
kµkνH

µνρσgρσ

)
. (166)

Here pcm denotes the center-of-mass 3-momentum of the initial state particles, cf. (C.6). The
Mandelstam-variables are defined by

s = (q + k)2 = (p1 + p2)
2 = −Q2 + 2q.k + k2 = m2

1 +m2
2 + p1.p2 (167)

u = (q − p2)
2 = (k − p1)

2 = m2
1 − 2k.p1 + k2 = m2

2 − 2q.p2 −Q2 (168)

t = (q − p1)
2 = (k − p2)

2 = −Q2 − 2q.p1 +m2
1 = m2

2 − 2k.p2 + k2 , (169)

with

s+ t+ u = k2 −Q2 +m2
1 +m2

2 . (170)

In the present case, we specify these relations with k2 = 0, p21 = m2
1 = p22 = m2

2 = m2. The
integration boundaries t± are determined by the physical regions of the phase space and are
given by, (C.27),

t± =
s+Q2

2
± s+Q2

2
· v . (171)

The calculation has been performed using the computer algebra program FORM [72]. After the
t–integration one obtains the heavy quark coefficient functions

H
(1)
2,g

(
τ,
Q2

m2
,
m2

µ2

)
= 8TR ·

{
v

[
−1

2
+ 4τ − 4τ 2 + 2

m2

Q2
(τ 2 − τ)

]

+

[
−1

2
+ τ − τ 2 + 2

m2

Q2
(3τ 2 − τ) + 4

m4

Q4
τ 2

]
ln

(
1− v

1 + v

)}
, (172)

H
(1)
L,g

(
τ,
Q2

m2
,
m2

µ2

)
= 16TR ·

[
v · τ(1− τ) + 2

m2

Q2
τ 2 ln

(
1− v

1 + v

)]
. (173)
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Eqs. (172, 173) agree with the results of Ref. [45] except for a factor of τ/Q2, which is due to
different definitions of F2 and FL, see Eq. (155).

5.2 The Limit Q2 ≫ m2

We consider the asymptotic limit Q2 ≫ m2. For large scales Q2, the expansion of v reads

v = 1− 2m2

Q2

τ

1− τ
+O

(
m4

Q4

)
. (174)

The logarithm in (172) becomes

ln

(
1− v

1 + v

)
= ln

(
m2

Q2

)
+ ln

(
τ

1− τ

)
+O

(
m2

Q2

)
. (175)

Using the Taylor-expansion in m2/Q2, one arrives at

H
(1)
2,g

(
τ,
Q2

m2
,
m2

µ2

)
= 4TR ·

{
8τ(1− τ)− 1 + [τ 2 + (1− τ)2] ln

(
Q2

m2

)

+[τ 2 + (1− τ)2] ln

(
1− τ

τ

)}

+4TR
m2

Q2

{
−10τ 2 − τ + 4(3τ 2 − τ)

[
ln

(
τ

1− τ

)

+ ln

(
m2

Q2

)]}
+O

(
m4

Q4

)
(176)

H
(1)
L,g

(
τ,
Q2

m2
,
m2

µ2

)
= 16TR · τ(1− τ)

+16TRτ
2m

2

Q2

{
− 1 +

[
ln

(
τ

1− τ

)
+ ln

(
m2

Q2

)]}

+O

(
m4

Q4

)
. (177)

The limit m2/Q2 → 0 can be performed and only the first terms in (176, 177) remain. In case

of H
(1)
2,g the leading logarithmic contribution is

H
(1)
2,g

(
τ,
Q2

m2
,
m2

µ2

)
∝ 1

2
P̂ (0)
qg (τ) ln

(
Q2

m2

)
. (178)

Here

P̂ 0
qg(τ) = 8TR[τ + (1− τ)2] (179)

is the LO scheme independent splitting function, see Appendix L. Likewise

H
(1)
L,g

(
τ,
Q2

m2
,
m2

µ2

)
∝ 16TR · τ(1− τ) (180)
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denotes the 1–loop scheme–invariant gluonic Wilson coefficient for the longitudinal structure
function in the massless limit [56]. In the longitudinal case no collinear singularity is present,
unlike the case for H2, which is signaled by the occurrence of ln(Q2/m2) along with the corre-
sponding splitting function.
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6 Heavy Flavor Coefficient Functions for Large Q2 at

Leading Order

As has been described in Section 3, the heavy quark coefficient functionsH(2,L),g can be calculated
in the limit Q2 ≫ m2 by applying the factorization theorems, see (92). At LO they are then
given by, cf. (98, 101),

H
(1)
L,g

(
Q2

m2
,
m2

µ2

)
= Ĉ

(1)
L,g

(
Q2

µ2

)
, (181)

H
(1)
2,g

(
Q2

m2
,
m2

µ2

)
= A

(1)
Qg

(
m2

Q2

)
+ Ĉ

(1)
2,g

(
Q2

µ2

)
, (182)

where Ĉ
(1)
(2,L), A

(1)
Qg are the massless LO Wilson coefficients and the LO singlet OME, respectively.

In section 6.1 the unrenormalized massless Wilson coefficients are calculated and in section 6.2
the contributing unrenormalized massive OME in the MS–scheme. In section 6.3 we will compute
the renormalized asymptotic heavy quark coefficient functions and discuss the result.

6.1 LO Wilson Coefficients for Massless Quark ep–Pair Production
in the MS Scheme

The unrenormalized massless LO Wilson coefficients are denoted by C
(1)

(2,L),g(τ,Q
2). At LO they

are calculated similar to the LO heavy quark coefficient functions H
(1)
(2,L),g(τ,Q

2) , see section

5, setting m ≡ 0 at the beginning. Due to this, the collinear singularity present in (176) will

cause C
(1)

2,g(τ,Q
2) to diverge. This divergence is treated in the MS–scheme, see section 4.2. No

singularity is present for C
(1)

L,g.
The Feynman–diagrams contributing are again given in Figure 4. The projections of the hadronic
tensor are the same as in (156) and (157). The phase space integral is given by (C.21), where
y ∈ [−1, 1]. The relations for v and a, see (153, 154), simplify in the massless case to

v = 1 , a = 1 . (183)

The matrix element Mµν is given by (160) with m = 0. The sub–system cross sections C
(1)

(2,L),g

read

C
(1)

2,g

(
τ,
Q2

µ2

)
=

2TR
2π(D − 2)2

∫ 1

−1

dy(p′cm)
D−3

32πspcm

[
gµν − 4

(
D − 1

)
τ 2

Q2
kµkν

]
Hµνρσgρσ

· (1− y2)D/2−2

2D−4πD/2−2Γ(D/2− 1)
(184)

C
(1)

L,g

(
τ,
Q2

µ2

)
=

TR
2π(D − 2)

∫ 1

−1

dy(p′cm)
D−3

32πspcm

(
−8

τ 2

Q2
kµkνH

µνρσgρσ

)

· (1− y2)D/2−2

2D−4πD/2−2Γ(D/2− 1)
, (185)
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where µ is the factorization scale. The calculation has again been done using FORM [72]. After
performing the ε–expansion, the result of the calculation can be written as

C
(1)

2,g

(
τ,
Q2

µ2

)
= Sǫ

{
P̂

(0)
qg (τ)

ǫ
+
P̂

(0)
qg (τ)

2

[
ln

(
1− τ

τ

)
+ ln

(
Q2

µ2

)
− 4

]
+ 12TR

}
(186)

C
(1)

L,g

(
τ,
Q2

µ2

)
= 16TRτ(1− τ) . (187)

For the definition of the LO splitting function, see Eq. (179). These results are the same as
have been derived in Ref. [55]. Since the longitudinal massless Wilson coefficient is finite at LO,

no renormalization is necessary and one can identify C
(1)

L,g = Ĉ
(1)
L,g. The renormalized massless

Wilson coefficient Ĉ
(1)
2 is then given by, [55],

Ĉ
(1)
2,g

(
τ,
Q2

µ2

)
=

1

2
P̂ (0)
qg (τ) ln

(
Q2

µ2

)
+ ĉ

(1)
2,g , (188)

ĉ
(1)
2,g =

P̂
(0)
qg (τ)

2

[
ln

(
1− τ

τ

)
− 4

]
+ 12TR . (189)

6.2 The Calculation of the Operator Matrix Element Â
(1)
Qg

The unrenormalized massive singlet OME at LO is denoted by Â
(1)
Qg. It receives contributions

from the two Feynman–graphs given in Figure 5.

a

q

q � p

q

p; a; �

p; b; �

b

q � p

q

p; a; �

p; b; �

Figure 5: Feynman diagrams contributing to Â
(1)
Qg.

Here N is the Mellin–moment, µ, ν denote Lorentz–indexes and a, b are color–indexes. One has
to add the results for both fermion directions due to crossing, which yields a factor

1 + (−1)N

2
. (190)

As it turns out, the two momentum directions differ by a factor (−1)N only. In section 2.4 we
saw that only even values of N contribute. Therefore, the two momentum directions are equal a
priori and a symmetry factor 1/2 is included according to our convention. The computation is
straightforward. One applies the projection (110) and uses the standard Feynman rules of QCD
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and for the composite operators, as given in Appendix B. The loop integrals are evaluated by
applying the integral relations for momentum integrals given in Appendix F. We denote by AQg

i

the results for the individual 1–loop diagrams. Having applied the projector (110), one arrives
at

AQg
a = −8asTRSε

(
m2

µ2

)ε/2
1

(2 + ε)ε
exp

{
∞∑

l=2

ζl
l

(
ε

2

)l}

2(N2 + 3N + 2) + ε(N2 +N + 2)

N(N + 1)(N + 2)
, (191)

AQg
b = 32asTRSε

(
m2

µ2

)ε/2
1

(2 + ε)ε
exp

{
∞∑

l=2

ζl
l

(
ε

2

)l}
1

(N + 1)(N + 2)
. (192)

The unrenormalized 1–loop OME Â
(1)
Qg up to O(ε) is given by

Â
(1)
Qg =

1

as

[
AQg

a + AQg
b

]

= −SεTR

(
m2

µ2

)ε
1

ε
exp

{
∞∑

l=2

ζl
l

(
ε

2

)l}
8(N2 +N + 2)

N(N + 1)(N + 2)

= SεTR

(
m2

µ2

)ε(
−1

ε
− ζ2

8
ε

)
8(N2 +N + 2)

N(N + 1)(N + 2)
. (193)

One now may transform back to z–space and introduce the LO splitting function P̂
(0)
qg (z),

see (179), yielding

Â
(1)
Qg = Sǫ

(
m2

µ2

)ǫ/2[
−1

ǫ
P̂ (0)
qg (z) + a

(1)
Qg + ǫa

(1)
Qg

]
, (194)

where

a
(1)
Qg = 0 , (195)

a
(1)
Qg = −ζ2

8
P̂ (0)
qg (z) . (196)

Note that the coefficient a
(1)
Qg of O(ε0) vanishes. The O(ε1) coefficient a

(1)
Qg will be needed for the

renormalization of the O(a2s) OME Â
(2)
Qg later on. Performing an ε expansion up to the constant

term yields

Â
(1)
Qg = Sǫ

[
− P̂qg(z)

ǫ
− ln

(
m2

µ2

)
P̂qg(z)

2

]
. (197)

6.3 The Heavy Flavor Wilson Coefficients for Q2 ≫ m2

In order to calculate the heavy flavor coefficient functions, the result of section 6.2 has to be
renormalized. Coupling constant and mass renormalization are performed according to equation
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(139) but have no effect at O(as). As described in section 4.3, UV divergences are removed by
the operator renormalization constants Zik(ε, as), whereas the collinear–divergences are removed
by the transition functions Γik(ε, as). Here the subscripts ik denote the parton types and in the
singlet–case these indexes are equal to ik = qg. According to Eq. (149), the renormalized OME

A
(1)
Qg is then given by

A
(1)
Qg = Â

(1)
Qg + Z

−1,(1)
O,qg , (198)

where the operator renormalization constant can be taken from Appendix L,

Z−1,(1)
qg = Sǫ

1

ǫ
P (0)
qg . (199)

Note that the term Γ
−1,(1)
qg , which would have to be present according to Eq. (149), vanishes

since massive quarks to do not contribute to the transition functions. One obtains

A
(1)
Qg = − ln

(
m2

µ2

)
P̂qg(z)

2
. (200)

The heavy flavor coefficient functions at O(as) are then given by considering Eqs. (181, 182)

H
(1)
L,g

(
z,
Q2

m2
,
m2

µ2

)
= Ĉ

(1)
L,g

(
Q2

µ2

)
, (201)

H
(1)
2,g

(
z,
Q2

m2
,
m2

µ2

)
= A

(1)
Qg

(
m2

Q2

)
+ Ĉ

(1)
2,g

(
Q2

µ2

)
. (202)

Inserting the massless Wilson coefficients given in Eqs. (187, 189) and the renormalized OME

A
(1)
Qg into (201, 202) yields the LO heavy flavor coefficient functions in the asymptotic limit up

to O(ε0)

H
(1)
L,g

(
Q2

m2

)
= 16TRz(1− z) (203)

H
(1)
2,g

(
Q2

m2

)
= TR

{
4(2z2 − 2z + 1)

[
ln

(
1− z

z

)
+ ln

(
Q2

m2

)]
− 32z2 − 4 + 32z

}
. (204)

These two final results are equal to the results obtained in the asymptotic limit Q2 ≫ m2 of the
exact result, see (176) and (177), and agree with [55].
For the longitudinal coefficient function, one notices that the massless Wilson coefficient (187) is
not divergent and is equal to the heavy flavor coefficient function in the MS–scheme. This gives
an explanation for the observation of section 5, that the longitudinal coefficient function has no
collinear divergence. It is a scheme invariant–quantity at this order in the coupling constant.
For the coefficient function H

(1)
2,g one observes that there is no correction at O(ε0) in A

(1)
Qg. Hence

the term proportional to (m2/Q2)0 in H
(1)
2,g is already given by the term ∝ ε0 of the massless

Wilson coefficient Ĉ2,g.
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7 Two–Loop Massive Operator Matrix Elements

In this section, our computation of the unrenormalized 2–loop massive operator matrix elements
Â

(2)
i,j (µ

2/m2) will be described. This calculation has already been performed by M. Buza et. al. in
Ref. [55]. There, the calculation was performed using integration–by–part technique of Ref. [67],
which leads to a large number of terms. Expressing the result in z-space in terms of Nielsen
integrals, cf. [68], yields rather lengthy expressions for most individual diagrams and the final
result.
The present approach differs from the former in two major points :

• We did not apply the integration–by–parts formalism. Thus the calculation was compact-
ified, though partly being more demanding. In this way the creation of a large number of
different terms and functions which cancel in the end could be avoided.

• We worked in Mellin-space rather than in z-space, shifting the main work from calculating
Nielsen integrals to calculating finite or infinite nested harmonic sums. Thus the number
of independent functions in the final result could be reduced from 48 in Ref. [55] to only 6
harmonic sums, cf. [47, 106,107].

The calculation was performed widely in an automatized manner, using the algebraic manipula-
tion program FORM, [72], in order to obtain an expression for the individual diagrams in terms
of (generalized) hypergeometric series, [69], cf. Appendix I. The individual Feynman diagrams
contributing were taken from Ref. [55] and are given in section 7.1. There one can also find a
description on how to obtain an expression for the OMEs, starting from a diagram. The steps
encoded in a FORM program are described in section 7.2, using two different approaches

• Diagrams containing 2-point 1-loop insertions were treated using scalar or tensor integrals,
cf. section 7.2.1.

• In the remaining diagrams some propagators were canceled and only scalar integrals had
to be dealt with, cf. section 7.2.2.

The expressions obtained for each diagram were then taken to MAPLE and expanded in the
dimensional regularization parameter ε. In section 7.3 several techniques are explained how
the emerging sums can be calculated. An interesting part of this calculation is that of the 5–
propagator 2–loop integrals, since there the difference to Ref. [55] is most apparent. Section
7.4 is devoted to this part of the calculation, using Mellin-Barnes integrals to obtain numerical
results for fixed values of N as a check. The results of this calculation are published in Ref. [108].
As it turns out, the most complex results of scalar momentum integrals are not given by the
former, but rather by reduced 2-loop integrals in which only 4 propagators emerge in a nested
form, see section 7.5. Finally, the result for the OMEs will be given and discussed in section 7.6.

7.1 Feynman Diagrams

In order to obtain an expression for the unrenormalized OMEs at 2-loop order, one has to
calculate the amputated Green’s functions G

(2)
ij (p

2) to O(a2s) in perturbation theory, see section
3.5. Here p denotes the external momentum. Three different cases contribute : diagrams with
external gluons, the quark singlet and non-singlet case. The OMEs are then obtained by applying
the following projections
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• Gluon contribution

Â
(2)
Qg

(
ε,
m2

µ2
, as

)
=

1

N2
c − 1

1

D − 2
(−gµν)δab(∆ · p)−NG

ab,(2)
Q,µν , (205)

• Pure-Singlet

Â
(2)
Qq

(
ε,
m2

µ2
, as

)
=

1

Nc

δij
1

4
(∆ · p)−NTr(/pG

ij,(2)
Q ) , (206)

• Non-Singlet

Â
(2)
qq,Q

(
ε,
m2

µ2
, as

)
=

1

Nc

δij
1

4
(∆ · p)−NTr(/pGij,(2)

q ) . (207)

Here, Nc denotes the number of colors, a, b are color indexes, i, j indexes of the generators of
SU(Nc), and N is the Mellin moment. ∆ is a light-like vector used to project out the antisym-
metric parts of the composite operators and does not appear in the final result. D denotes the
space-time dimension, D = 4 + ε. Note that since we work in Feynman gauge, the summation
over the Lorentz indexes µ, ν in (205) includes unphysical transverse gluon polarizations. This
has to be compensated by adding the corresponding ghost-graphs. For them, the projection is
given by

Â
(2),ghost
Qg

(
ε,
m2

µ2
, as

)
=

1

N2
c − 1

1

D − 2
δab(∆ · p)−NG

ab,(2),ghost
Q . (208)

The diagrams contributing were taken from Ref. [55] and are given in Figures 6-9. Note that
the operator insertion on a line in these figures is to be read as −⊗− = →−⊗→−.
The calculation is performed for each diagram individually by first writing down an explicit ex-
pression for the amputated diagrams according to the Feynman rules, cf. Appendix B. Then the
projectors (205-208) are applied and traces and contractions of indexes are calculated, followed
by the calculation of the loop-momentum integrals. The final result consists of the sum over all
diagrams, considering symmetry factors, which have already been accounted for in Figures 6-9.
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a

+

b 


+

d

+

e

f

+

g

h

i

j

+

k

+

l m o

+

n

p q

r

+

r

0

s

+

t

Figure 6: Diagrams contributing to the gluonic OME Â
(2)
Qg. The solid line represents the heavy quark

Q, wavy lines the gluons and dashed lines the ghosts
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u

v

Figure 7: 1–particle reducible diagrams contributing to the singlet OME Â
(2)
Qg. They are removed

during the renormalization procedure. The thin line represents the heavy quark Q, the solid line any
heavy flavor.

a

+

b

Figure 8: Diagrams contributing to the pure-singlet OME Â
(2),PS
Qq . The thin lines represent the light

quark q and the thick lined the heavy quark Q.

a

+

b 


Figure 9: Diagrams contributing to the non-singlet OME Â
(2),NS
qq . The thin lines represent the light

quark q. The heavy quark is contained in the respective contribution to the gluon self-energy only.

7.2 Momentum Integrals

The calculation of the momentum integrals was done in a procedural manner, using the algebraic
manipulation program FORM, [72], to calculate traces of γ-matrices and contractions of Lorentz-
indexes. Further, it could be used in most of the cases up to the point at which the result is
given in terms of sums containing one parameter, the Mellin-variable N . The calculation was
split into two parts. We made use of the fact that diagrams a−d, g, j−k and p− t as well as all
non-singlet and pure-singlet ones, cf. Figures 6–9, are no genuine 2-loop diagrams but contain
2-point 1-loop insertions. These insertions are given in Figures 10 and 11. Thus the 1-loop
insertions were computed first and inserted afterwards into the original diagram, as described
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in section 7.2.1. Diagrams e, f, h, l,m, n and o are the genuine 2-loop diagrams, which will be
dealt with in section 7.2.2. Note that due to the double sum contained in the operator insertion,
diagram i is one of the most complicated diagrams and had to be treated on a similar level as
the pure 2-loop diagrams. In the following, p denotes the external on-shell gluon momentum
and q, k are the internal momenta which have to be integrated over.

7.2.1 1 –Loop Insertions

a

1

q

q � k

q

k; a; � k; b; �

b

1

q � k

q

k; a; � k; b; �

Figure 10: Feynman diagrams contributing to Â
(1)
Qg and acting as 1–loop insertion for Â

(2)
ij

We choose the momentum flow in such a way that the external momentum p of the overall
diagram does not enter the 2–point 1–loop insertion (if possible). A Wick rotation is performed
in the beginning to shift the integration to Euclidean space. Feynman-parameters were assigned
in an automated manner to combine the two propagators, see Appendix F. One obtains

∫
dq

(2π)D
f(q, k,∆, N)

(q2 +m2
1)((q ± k)2 +m2

2)
=

∫
dq′

(2π)D

∫ 1

0

dx
f(q′, k,∆, N)

(q
′2
± +R2)2

,

R2 = x(1− x)

(
k2 +

(1− x)m2
1 + xm2

2

x(1− x)

)
. (209)

Here f denotes any function of q, k,∆, N . It may carry Lorentz-indexes and contain γ-matrices,
depending on the particular insertion. Further the transformation

q′± := q ± xk (210)

has been made. The two masses m1 and m2 denote the mass of the heavy quark and are only
labeled in order to distinguish the different kinds of insertions present. Both masses are zero
only in the case of diagram q, cf. insertion f1, Figure 11. In this case one can immediately see
that the q′-integral vanishes, since no scale enters the loop integration, cf. [109]. For further use,
we define

M2
1 : =

m2

x(1− x)
, (211)

M2
2 : =

m2

x
. (212)
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After the change of variable to q′ and writing γ-matrices in front of the integrals, the next step
is the evaluation of integrals of the type

IA,B,N :=

∫
dDq

(2π)D
(q.k)A(∆q ± x∆k)Nqα1 ...qαBf(q2) , (213)

where we again write q instead of q′. Here N is an integer variable and A,B are integers of fixed
value, usually A,B = 0, 1, 2. These integrals are evaluated by expanding (∆q ± x∆k)N via a
binomial series and applying the formula to reduce tensor integrals to scalar ones, cf. Appendix F.
Thus at maximum 3 terms of the series may contribute, since otherwise a factor ∆2 = 0 emerges
always. Let us Consider e.g.

I1,1,N =

∫
dDq′

(2π)D
(q.k)(∆q′ + x∆k)Nqαf(q2)

= xN(∆k)Nkβ
gαβ

D

∫
dDq′

(2π)D
q2f(q2) +

N(N − 1)

2
xN−2(∆k)N−2kβ∆ρ∆σ

gβαgρσ + gβρgασ + gβσgαρ

D(D + 2)

∫
dDq′

(2π)D
q4f(q2)

=
(x∆k)Nkα

D

∫
dDq′

(2π)D
q2f(q2)+

N(N − 1)xN−2(∆k)N−1∆α

D(D + 2)

∫
dDq′

(2π)D
q4f(q2) .(214)

Eq. (214) can now be calculated using the expressions for scalar integrals as given in Eq. (F.7).
The reduction to scalar integrals could be performed in a FORM–program, since the indexes
A,B in (213) are fixed numbers. It is sufficient to decompose all dot–products containing q into
sums and providing the program with the formulae of Eq. (F.5), which terminates the binomial
expansion after 3 steps.
In Figures 10 and 11, a, b, c, d denote color indexes and µ, ν, ρ, σ are Lorentz-indexes. The results
of the 2-point 1-loop insertions of Figure 10 in Minkowski–space then read

Iµν,aba1
(k) = 4δabTR

g2s(∆k)
N−2

(4π)D/2
Γ(3−D/2)

∫ 1

0

dxxN+D/2−3(1− x)−2+D/2

[

− 2x(1− x)
gµνk

2 − 2kµkν
(−k2 +M2

1 )
3−D/2

(∆k)2 − 2m2gµν
(−k2 +M2

1 )
3−D/2

(∆k)2

+ (1− x)
2Nx+ 1−N

2−D/2
· kµ∆ν +∆µkν
(−k2 +M2

1 )
2−D/2

(∆k)

+ (1− x)
(N − 1)(1− 2x)−Dx

2−D/2
· gµν
(−k2 +M2

1 )
2−D/2

(∆k)2

− (1− x)(N − 1)
N(1− x)− 1

(1−D/2)(2−D/2)
· ∆µ∆ν

(−k2 +M2
1 )

1−D/2

]
, (215)

Iµν,abb1
(k) = 4δabTR

g2s(∆k)
N−2

(4π)D/2
Γ(2−D/2)

∫ 1

0

dx(x− x2)D/2−2
(
xN−1 + (1− x)N−1

)
[

− 2x(1− x)
k2∆µ∆ν

(−k2 +M2
1 )

2−D/2
+ 2x(1− x)

(∆k)∆µkν
(−k2 +M2

1 )
2−D/2

]
. (216)

These terms appear also in the calculation of the 1–loop OME A
(1)
Qg, which thus can be obtained

by setting k = p, applying the projection (205) to (215, 216) and integrating the remaining
Feynman parameter.
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1

q
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e

1

q � k

q

k k

f

1

q

q � p

k

k � p

p; b; �

h

1

q

q � k

k � p; 
; �

p; a; �

k; d; �

Figure 11: 1-loop insertions in computing Â
(2)
ij

The results for the diagrams of Figure 11 are given by

Ic1(k) = CF
g2s(∆k)

N−1

(4π)
D

2

∫ 1

0

dxx−3+D

2
+N(1− x)−2+D

2

[
− 2Dm(∆k)

(−k2 +M2
2 )

3−D

2

Γ(3− D

2
)

+
2x(D − 2)(∆k)/k

(−k2 +M2
2 )

3−D

2

Γ(3− D

2
) +

(D − 2)(1−N(1− x))/∆

(−k2 +M2
2 )

2−D

2

Γ(2− D

2
)

]
, (217)

Id1(k) = −2CF
g2s(∆k)

N−1

(4π)
D

2

Γ(2− D

2
) /∆

∫ 1

0

dx
x−1+D

2 (1− x)−3+D

2 (1− xN−1)

(−k2 +M2
2 )

2−D

2

, (218)

Ie1(k) = iCF
g2s

(4π)
D

2

Γ(2− D

2
)

∫ 1

0

dxx
D

2
−2(1− x)

D

2
−2

[
x(D − 2)/k −mD

(−k2 +M2
2 )

2−D

2

]
, (219)

If1(k) = 0 , (220)
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Iµρσ,abch1
(k) =

4g3s∆ρ∆µ

(4π)
D

2

N−2∑

0≤j<l

(∆k)N−2+j−lΓ(2− D

2
)(−1)l

∫ 1

0

dxx
D

2
−3+j(1− x)

D

2
−3+N−l

{
(x∆k −∆p)l−1−jTr[tbtatc] + (−(1− x)∆k +∆p)l−1−jTr[tatbtc]

}

[
∆σm

2

(−k2 +M2
1 )

2−D

2

− ∆σx(1− x)

(−k2 +M2
1 )

1−D

2

+
∆σx(1− x)k2

(−k2 +M2
1 )

2−D

2

−2
kσx(1− x)(∆k)

(−k2 +M2
1 )

2−D

2

]
. (221)

As has been lined out in section 2.4 already, only even Mellin moments contribute in the light–
cone expansion in the present case. Therefore we set (−1)N ≡ 1 . Having computed the 2-point
1-loop insertions, the calculation of the whole diagram proceeds in much the same way. The
results (215-221) are inserted into the respective parent diagram. The same steps as described
above are performed to integrate the second momentum and derive an expression in terms of
3–fold parameter integrals. One of these variables could always be integrated trivially, see e.g.
Eq. (J.3). In case of diagrams j, k, s, t and all non-singlet and pure-singlet diagrams, the two
remaining parameter integrals were independent of each other and of the form of Euler-Beta-
functions, cf. Appendix H. Thus a closed expression in terms of the regularization parameter ε
could be obtained. In the remaining diagrams, the last two parameters were nested in the form

∫ 1

0

∫ 1

0

xa(1− x)byc(1− y)d

(1− xy)e
. (222)

In the case of diagram a, a Mellin-Barnes transformation was applied, see Eq. (I.20), in order to
factorize the denominator. The complex contour integral could then be performed analytically
using Eq. (I.24) of Appendix I. In the other cases, a closed expression in ε could not be derived
easily. Eq. (J.8) was then applied to rewrite the integrals of the type (222) in terms of the
generalized hypergeometric series 3F2[a, b; c, d, e; 1], see Appendix J. These expressions were
then further computed using MAPLE. There, the ε–expansion could be performed since all
divergences were contained in Beta-functions in front of the hypergeometric series. For the
analytic continuation of the Beta-function see Appendix H. The calculation of the emerging
infinite sums required most of the work and is described in section 7.3.

7.2.2 Genuine 2–Loop Diagrams

Diagrams e, f, h, l,m, o and n, which do not contain a 2-point 1-loop insertion we refer to as gen-
uine 2-loop diagrams. Like diagram i, they could not be treated in the same way as described in
section 7.2.1. The traces of γ-matrices and contractions of Lorentz-indexes were again calculated
using FORM. After performing a Wick rotation, the expression was decomposed by canceling
numerator terms with factors in the denominator. A simple example of this procedure is

2q.p

(q2 +m2)((q − p)2 +m2)
=

1

(q − p)2 +m2
− 1

q2 +m2
, p2 = 0 . (223)

Thus we could reduce tensor integrals to scalar ones, except for few simple cases, which, however,
could be calculated in the same way as in section 7.2.1.
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One expects that the complexity of a diagram depends on the position of the operator insertion,
see Figure 14, Appendix B. In case of diagram h and o, however, the sum contained in the
insertion can be performed trivially. It reads

N−2∑

i=0

(∆q)j(∆k)N−j−2 =
1

∆k −∆q

[
(∆k)N−1 − (∆q)N−1

]
, (224)

where k − q is the gluon momentum, which in case of diagrams h, o is the external momentum
and hence does not have to be integrated over. Therefore diagrams e, h, l,m and o belong to the
same class, whereas f , n and i are more complicated.

For each of the individual scalar integrals belonging to the former diagrams, a FORM procedure
was written, performing the momentum integration and giving single generalized hypergeomet-
ric series as output. These procedures are similar to the ones described in section 7.2.1 and do
not differ very much from each other. Hence we could use them with only slight changes for
several integrals. An example for the calculation of the 5–propagator scalar integral belonging
to diagram e is given in Appendix J. The other integrals belonging to this class were calculated
correspondingly. The result in terms of generalized hypergeometric series was then again trans-
ported to MAPLE, where the summation was performed, cf. section 7.3.

Diagrams f, n and i required a more specific treatment. Due to the operator insertion on an
inner vertex, the sum of the corresponding Feynman–rule can not be performed as easily as
in Eq. (224) for diagrams n and f . For diagram i, only one of the two sums of the corresponding
operator insertion could be done as in (224), yielding the same complexity as for diagrams n
and f . In order to minimize the number of integrals containing the sum (224), which have to be
calculated differently, one can rewrite the operator sums. After evaluating the traces and con-
tracting the indexes, there are more terms ∆k, ∆q present than in the corresponding Feynman
rule for the insertion. In order to bring these sums into the standard form (224), one can add
and subtract boundary terms, e.g.

N−2∑

i=0

(∆q)i+1(∆k)N−i−1 =
N∑

i=0

(∆q)i(∆k)N−i − (∆k)N − (∆q)N . (225)

Thus one is left with two types of integrals: The more complex ones still contain a sum of the
type (224), but no further factors ∆k,∆q. Hence one can calculate the corresponding integral
once and then plug it into the program using the respective value of the upper summation
boundary (N, N − 1, N − 2, ...). The boundary terms emerging in (225) are the same as
the integrals of diagrams e, h, l,m, o and one can use the respective FORM procedures to arrive
at an expression in terms of generalized hypergeometric series. Thus the only integrals which
could not be calculated in an automatized manner and had to be added by hand into the FORM
programs were the scalar integrals of diagrams n, f and i containing the operator insertion in
the numerator as given in Figure 14.

7.3 Summation

Having performed the momentum integrations, the expressions of all diagrams but n, f an i
were given in terms of single generalized hypergeometric series’ 3F2, cf. Appendix I. In case of
diagrams n, f, i, parts were given in this form as well, see section 7.2.2, but the main integrals
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had to be added to the respective FORM program and are discussed in sections 7.4 and 7.5,
respectively. The expansion in the dimensional regularization parameter ε was performed by a
MAPLE program. By partial fractioning, the emerging sums were split into smaller pieces, each
of which were calculated individually.

Due to the ε–expansion of the Γ–functions, its logarithmic derivative, the ψ-function, emerges,
see Appendix H. Therefore infinite sums containing Ψ-functions and Γ-functions had to be
calculated, the latter in almost all cases being given in terms of Beta-functions or binomials.
In many applications of perturbative QCD and QED, [70, 71], harmonic sums emerge, which
can be considered as generalization of the ψ-function and the β-function, see Appendix H3. The
results are then given in terms of finite nested harmonic sums only, which are defined by

Sa1,... ,am(N) =
N∑

n1=1

n1∑

n2=1

. . .

nm−1∑

nm=1

(sign(a1))
n1

n
|a1|
1

(sign(a2))
n2

n
|a2|
2

. . .
(sign(am))

nm

n
|am|
m

,

N ∈ N, ∀ l, al ∈ Z \ 0 . (226)

The depth d and the weight w of a harmonic sum are given by

d := m , (227)

w :=
m∑

i=1

|ai| . (228)

Harmonic sums of depth d = 1 are also referred to as single harmonic sums. The complete set
of algebraic relations connecting harmonic sums to other harmonic sums of the same or lower
weight is known [70, 110]. Thus the number of independent harmonic sums can be reduced
significantly, e.g. for w = 3 the 18 possible harmonic sums can be expressed algebraically in
terms of 8 basic harmonic sums only. One can introduce a product for the harmonic sums, the
shuffle product ⊔⊔ , cf. [110]. For the product of a single and a general finite harmonic sum it is
given by

Sa1(N)⊔⊔Sb1,... ,bm(N) = Sa1,b1,... ,bm(N) + Sb1,a1,b2,... ,bm(N) + . . .+ Sb1,b2,... ,bm,a1(N) . (229)

For sums Sa1,... ,an(N) and Sb1,... ,bm(N) of arbitrary depth, the shuffle product is then the sum of
all harmonic sums of depth m+n in the index set of which ai occurs left of aj for i < j, likewise
for bk and bl for k < l. Note that the shuffle product is symmetric.
One can show that the following relation holds, cf. [110],

Sa1(N) · Sb1,... ,bm(N) = Sa1(N)⊔⊔Sb1,... ,bm(N)

−Sa1∧b1,b2,... ,bm(N)− . . .− Sb1,b2,... ,a1∧bm(N) , (230)

where the ∧ symbol is defined as

a ∧ b = sign(a)sign(b) (|a|+ |b|) . (231)

By summing (230) over permutations, one obtains the symmetric algebraic relations between
harmonic sums. At depth 2 and 3 these read, [70],

Sm,n + Sn,m = SmSn + Sm∧n , (232)∑

perm{l,m,n}

Sl,m,n = SlSmSn +
∑

inv perm{l,m,n}

SlSm∧n + 2 Sl∧m∧n , (233)

3One should not confuse the β–function determining the running of as, see Eq. (140) and the β–function in
context of harmonic sums, see Eq. (H.13)
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which we used extensively to simplify our expressions. In (232, 233), “perm” denotes all permu-
tations and “inv perm” invariant ones. The sum S1,... ,1(N) can further be expressed at arbitrary
depth in terms of a determinant as, cf. [70],

S1, . . . ,1︸ ︷︷ ︸
k

=
1

k!

∣∣∣∣∣∣∣∣∣∣∣

S1(N) 1 0 0 . . . 0
−S2(N) S1(N) 2 0 . . . 0
S3(N) −S2(N) S1(N) 3 . . . 0

...
...

...
...

...
(−1)k+1Sk(N) (−1)kSk−1(N) (−1)k−1Sk−2(N) (−1)k−2Sk−3(N) . . . S1(N)

∣∣∣∣∣∣∣∣∣∣∣

. (234)

The limit N → ∞ of finite harmonic sums exists only if a1 6= 1 in (226). However, it is useful to
define all σ-values symbolically as

σkl,... ,k1 = lim
N→∞

Sa1,... ,al(N) . (235)

The finite σ-values are related to multiple ζ-values, [70,71,111–113], Eq. (H.8). Further we define
the symbol

σ0 :=
∞∑

i=1

1 . (236)

It is useful to work with these σ-values, since they allow to treat parts of sums individually,
accounting for the respective divergences. These divergent pieces cancel in the end if the overall
sum is finite.
The relation of single harmonic sums with positive or negative indexes to the Γ-function is then
given by, see Appendix H,

S1(N) = ψ(N + 1) + γE , (237)

Sa(N) =
(−1)a−1

Γ(a)
ψ(a−1)(N + 1) + ζa , k ≥ 2 , (238)

S−1(N) = (−1)Nβ(N + 1)− ln(2) , (239)

S−a(N) = (−1)N+aβ(a)(N + 1)−
(
1− 21−a

)
ζa , k ≥ 2 . (240)

Thus single harmonic sums can be continued analytically to complex values of N by these re-
lations. At higher depths, harmonic sums can be expressed in terms of Mellin-transforms of
Nielsen-integrals, [68], which can be continued analytically as well, [88, 89, 114].

The Nielsen-integrals Sn,p(z) are defined by

Sn,p(z) =
(−1)n+p−1

(n− 1)!p!

∫ 1

0

dx

x
logn−1(x) logp(1− zx) . (241)

They fulfill the relation

dSn,p(x)

d log(x)
= Sn−1,p(x) . (242)

If p = 1, one obtains the polylogarithms

Lin(x) = Sn−1,1(x) , (243)
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where

Li0(x) =
x

1− x
. (244)

The harmonic sums up to depth d = 4 can then be expressed in terms of Mellin-transforms
of logarithms, dilogarithms, trilogarithms, the Nielsen integral S1,2 and polynomials in z-space.
These and further integral representations can be found in Refs. [70,88,115] and some examples
are given in Appendix K.

7.3.1 Summation Techniques

All finite and infinite sums we had to calculate are given in Appendix G. Few of these sums
can be calculated using general theorems as Gauss’ theorem, (I.3), Dixon’s theorem, (I.12), or
summation tables in the literature, cf. [71, 115–117]. The remaining sums had to be newly
calculated by us, using different techniques.

Difference Equations

Difference equations are the discrete equivalent of differential equations, cf. [118]. Only equations
of simplest type occurred. Let T (N) be a sum which depends on an integer variable N . One
considers the sum or difference

D±(j) := T (j)± T (j − 1) . (245)

In many cases (245) is easier to calculate than T (N). The original sum can be recovered via

T (N) = T (0) +
N∑

j=1

D−(j) , (246)

or

T (N) = (−1)N

(
T (0) +

N∑

j=1

(−1)jD+(j)

)
, (247)

depending on which form of (245) was used. This technique was applied to almost all sums
involving harmonic sums only, cf. Appendix (G.1), and for some other sums as (G.144). As an
example we consider the sum (G.10)

T (N) :=
∞∑

i=1

S1(i+N)

i2
. (248)

One obtains

D−(j) =
∞∑

i=1

S1(i+ j)− S1(i+ j − 1)

i2
=

∞∑

i=1

(
1

ji2
− 1

ij2
+

1

(i+ j)j2

)

=
∞∑

i=1

(
ζ2
j
− σ1
j2

+
σ1 − S1(j)

j2

)
=

∞∑

i=1

(
ζ2
j
− S1(j)

j2

)
, (249)

T (0) =
∞∑

i=1

S1(i)

i2
= σ2,1 = 2ζ3 . (250)
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In (250) we made use of one of the various relations connecting σ- and ζ–values, [116]. The sum
over (249) is then given by the definition of harmonic sums, yielding

∞∑

i=1

S1(i+N)

i2
= 2ζ3 + ζ2S1(N)− S2,1(N) . (251)

A somewhat more general example of this type of difference equations involving Beta-functions
is given in Appendix (G.9).

Derivatives

Harmonic sums containing the index which is not summed over can be obtained by differentiating
with respect to that index. Assuming that differentiation and summation can be exchanged, one
is left with a sum of less complexity. Using Eqs. (237-240) one obtains

d

dN
B(N, i) = B(N, i)

(
ψ(N)− ψ(N + i)

)
= B(N, i)

(
S1(N − 1)− S1(N + i− 1)

)
. (252)

We consider the following examples

∞∑

i=1

S2(N + i)

i2
=

∞∑

i=1

−ψ(1)(N + i+ 1) + ζ2
i2

= − d

dN

∞∑

i=1

S1(N + i)

i2
+ ζ22

= −S2,2(N)− 2S3,1(N) + 2ζ2S2(N) +
7

10
ζ22 ,

∞∑

i=1

B(N, i)S1(N + i− 1) = − d

dN

∞∑

i=1

B(N, i) + S1(N)
∞∑

i=1

B(N, i)

= − d

dN

1

N − 1
+
S1(N)

N − 1

=
1

(N − 1)2
+
S1(N)

N − 1
. (253)

Here we made used of relations (G.10) and (G.98) to obtain the sums (G.23) and (G.69).

Integral representations

Using the well–known integral representation of the Euler–Beta–function, see Appendix H, and
integral representations of harmonic sums as given in [70,115], one can rewrite sums as integrals:

∞∑

i=1

B(N, i)

i
=

∫ 1

0

xN−1

∞∑

i=1

(1− x)i−1

i
= −

∫ 1

0

xN−1 ln(x)

1− x

= −
∫ 1

0

xN−1 ln(x)

1− x
=

d

dN

∫ 1

0

1− xN−1

1− x

=
d

dN
S1(N − 1) = ζ2 − S2(N − 1) . (254)

In many cases the integrals emerging can be integrated in a similar way as above. Otherwise, we
used available integral tables, cf. [70, 115–117]. Some integrals had to be done newly, especially
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those relating to double sums. In these cases, the following two methods were useful. We observe
that for A ≥ B, A ≥ N

Γ(A)

Γ(B)
= x1−B dA−B

dxA−B
xA−1 , (255)

dA

dxA
xN =

Γ(N + 1)

Γ(N − A+ 1)
xN−A (256)

holds. Thus one can rewrite fractions of Γ–functions in terms of a differential operator under the
integral. This is especially useful if the differential operator does not depend on the summation
index, allowing to interchange these operations. After the summation, the differential operator
can either be rewritten as a sum via

dN

dxN

[
f(x)g(x)

]
=

N∑

i=0

(
N

i

)[
di

dxi
f(x)

][
dN−i

dxN−i
g(x)

]
, (257)

or shifted under the integral to act on a different function by repeated partial integration

∫ b

a

f(x)

{
dN

dxN
g(x)

}
=

N∑

i=1

(−1)i

[{
di−1

dxi−1
f(x)

}{
dN−i

dxN−i
g(x)

}]b

a

+(−1)N
∫ b

a

g(x)

{
dN

dxN
f(x)

}
. (258)

In the cases we encountered, the sum in (258) always vanished, leaving only one integral.

7.4 Five–Propagator Integrals

In this section, the calculation of the scalar 5–propagator integrals belonging to diagrams
e, f, h, l,m, n and o, see Figure 6, is described. Here, the difference to the calculation in Ref. [55]
is most apparent, since we did not use integration–by–parts. We performed an independent
numerical check of our results using Mellin-Barnes integrals. Their use became a widespread
technique for calculating Feynman diagrams for a series of Mellin moments N throughout the
last years [119, 120]. In particular double and triple box-diagrams were calculated in this way.
In Ref. [121], it was possible to expand the scalar two-loop two-point function in all orders in
the dimensional regularization parameter ε, using additionally the gluing operation of Feynman
diagrams, defined by Kreimer [122]. The analytic evaluation as used for the calculation of the
OMEs is then described in section 7.4.2, where we again make us of a representation in terms
of generalized hypergeometric series. We adopt the notation that IA denotes the scalar integral
belonging to diagram A and do not consider symmetry factors for the moment. Exponents of
propagators are denoted by ν1, ν2 . . . . For their labeling see Figure 12.

7.4.1 Mellin-Barnes Representation

We apply the technique of the gluing operation with subsequent Mellin-Barnes transformation
to a more complex problem than in Ref. [122], namely to the calculation of massive 5–propagator
2–loop Feynman diagrams with operator insertions on a line or at a vertex. Graphically this
operation reads as follows:
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Table 1: The first four Mellin moments for graphs e, f, h, l,m, n, o using M. Czakon’s MB pack-
age [123]. All νi = 1 except for e, 2: ν1 = 2.

N 2 3 4 5

Ie,1 +0.49999 +0.31018 +0.21527 +0.16007

Ie,2 −0.09028 −0.04398 −0.02519 −0.01596

Il +0.49999 ε−1 +0.30544 ε−1 +0.20832 ε−1 +0.15222 ε−1

+0.53861 +0.33609 +0.23483 +0.17573

Im O(10−17) ε−1 +0.08332 2ε−1 O(10−16) ε−1 +0.02222 ε−1

O(10−6) +0.06893 O(10−6) +0.016527

Ih +0.99999 0. +0.43055 O(10−6)

Io +0.99999 2ε−1 O(10−17) ε−1 +0.41666 ε−1 O(10−17) ε−1

+1.07722 +O(10−12) +0.46967 +O(10−9)

If +0.99999 +0.99999 +0.90277 +0.80555

In +0.99999 ε−1 +0.49999 ε−1 +0.41666 ε−1 +0.27776 ε−1

+1.07723 +0.53862 +0.44189 +0.30616

= �

and similar for the remaining 6 diagrams. Details of the calculation can be found in Ref. [108].
Compared to Ref. [121, 122], the two-point function now carries an operator insertion, while
the three-point function is unaltered. In order to take care of terms (∆q)A stemming from the
operator insertion, the steps as given in Appendix F, Eqs. (F.9-F.11) are performed. Depending
on the insertion one has A = N − 1 , N − 2. Thus we obtain for graph e :

Ie,ν1 =
(∆p)N−1

(4π)D(m2)ν12345−D

1

(2πi)2
(−1)ν12345+1

Γ(ν2)Γ(ν3)Γ(ν5)Γ(D − ν235)

∫ γ1+i∞

γ1−i∞

dσ

∫ γ2+i∞

γ2−i∞

dτ Γ(−σ)Γ(ν3 + σ)

×Γ(−σ + ν4 +N − 1)

Γ(−σ + ν4)
Γ(−τ)Γ(ν2 + τ)

Γ(σ + τ + ν235 −D/2)Γ(σ + τ + ν5)

Γ(σ + τ + ν23)

×Γ(−σ − τ +D − ν23 − 2ν5)
Γ(−σ − τ + ν14 −D/2)

Γ(−σ − τ + ν14 +N − 1)
, (259)

where we use ν14 ≡ ν1 + ν4, etc. Note that the overall constant factor

(∆p)A

(4π)D(m2)ν12345−D
(260)

is omitted in Tables 1-3. Analogously, we built the Mellin-Barnes integrals for the remaining six
graphs and used the mathematica package MB by M. Czakon, [123], to numerically produce the
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Table 2: The first four Mellin moments for graphs e, f, h, l,m, n, o. νi = 1; e, 2: ν1 = 2.

N 2 3 4 5

Ie,1
1

2

67

216

31

144

2161

13500

Ie,2 − 13

144
− 19

432
− 17

675
− 431

27000

Il
1

2ε
+

1

4
+

1

2
γE

11

36ε
+

23

144
+

11

36
γE

5

24ε
+

11

96
+

5

24
γE

137

900ε
+

949

10800
+

137

900
γE

Im 0
1

12ε
+

1

48
+

1

12
γE 0

1

45ε
+

1

270
+

1

45
γE

Ih 1 0
31

72
0

Io
1

ε
+

1

2
+ γE 0

5

12ε
+

11

48
+

5

12
γE 0

If 1 1
65

72

29

36

In
1

ε
+

1

2
+ γE

1

2ε
+

1

4
+

γE

2

5

12ε
+

29

144
+

5

12
γE

5

18ε
+

7

48
+

5

18
γE

results for the first few Mellin moments, given in Table 1. They serve as a check for our analytic
result. One notices, that the integrals Ih,o are given by the integrals Ie,l, cf. Table 3. This is
due to the fact that the operator insertion is located at the outer vertex with a gluon external
line, Eq. (224). Obtaining an analytical result starting from double Mellin-Barnes integrals as
in (259) turned out to be non-trivial. By applying the residue theorem we obtained double sums
that contain the symbolic parameter N :

Ie,1 ⇒
Γ(N + 1)

Γ(1 + ε)

∞∑

k=0

∞∑

j=0

Γ(k + 1)

Γ(k + 2 +N)

×
[
Γ(−ε/2)Γ(1 + ε/2)

Γ(j + 1 + ε)Γ(j + 1− ε/2)

Γ(j + 1 + ε/2)Γ(j + 2 +N)

Γ(k + j + 1 +N)

Γ(k + j + 2)

+ Γ(ε/2)Γ(1− ε/2)
Γ(j + 1− ε)Γ(j + 1 + ε/2)

Γ(j + 1)Γ(j + 2− ε/2 +N)

Γ(k + j + 1− ε/2 +N)

Γ(k + j + 2− ε/2)

]
. (261)

Sums like these cannot be done via nestedsums, [124] or Xsummer, [125], except for the most
simple cases, fixing N . For other more complicated cases, however, we had to use special
transformations. As a computer algebra system we used MAPLE. For the first four Mellin moments
the results are shown in Table 2 and agree with the numeric results obtained by the use of MB.
Finally, the complete analytic result for general values of N could be obtained for diagrams
e, h, l,m, o by calculating double infinite sums of the type (261). To obtain this, we had to
use extensively algebraic and analytic relations to convert the sums obtained in evaluating the
Mellin–Barnes integrals into expressions containing (nested) harmonic sums and related objects
in intermediary steps. The final results depend on harmonic sums only and are summarized
in Table 3. For diagrams f, n this method to obtain analytic results for general values of N
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Table 3: The analytic results for general values of N, with all νi = 1, e, 2: ν1 = 2.

Ie,1
S2
1(N) + 3S2(N)

2N(N + 1)

Ie,2
S1(N)− S2(N)− S1,1(N)

N(N + 1)(N + 2)
− 1

(N + 1)2(N + 2)

Il
2S1(N)

N(N + 1)

(
1

ε
+ γE

)
+ 2

S1(N)

(N)(N + 1)2
+
S2
1(N)− S2(N)

2N(N + 1)

Im 2
[1− (−1)N ]

N(N + 1)2

(
1

ε
+

1

(N + 1)
+ γE

)

Ih [1 + (−1)N ]× Ie,1

Io [1 + (−1)N ]× Il

If
4

N

[
S2(N)− S1(N)

N

]

In 2

[
(−1)N − 1

N2(N + 1)
+

2S1(N)

N(N + 1)

](
1

ε
+ γE

)

+

[
2
(−1)N − 1

N2(N + 1)2
+
S2
1(N)− S2(N) + 2S−2(N)

N(N + 1)
+

2(3N + 1)S1(N)

N2(N + 1)2

]

failed. They could only be evaluated analytically using a representation in terms of generalized
hypergeometric series, as will be discussed in section 7.4.2.

7.4.2 Hypergeometric Representation

The 5–propagator integrals of diagrams e, h, l,m and o could be obtained in form of a single
generalized hypergeometric series 3F2. The calculation is straightforward and is given in Ap-
pendix J, in which as an example the complete calculation of the scalar integral corresponding
to diagram e is presented, see Eqs. (J.12-J.22). The method is applied in a very similar way
to the evaluation of the 5–propagator scalar integrals of diagrams h, l,m, o and could be well
implemented into a FORM procedure, up to the point at which the ε-expansion of the result
is performed. With minor changes, these procedures also allow for the calculation of integrals
containing terms like

(∆k)(∆q)N−1 , (∆k)2(∆q)N−1 , (262)

which emerge in the calculation of the complete diagram due to its Lorentz-structure. Although
not necessary in the present calculation, higher fixed–integer propagator powers can be treated
by adjusting the procedures. The result always consists of single generalized hypergeometric
series 3F2 and Beta-functions. Our results for the scalar integrals are given in Table 3 and are
the same as the ones obtained by summing the double infinite sums as in Eq. (261).
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In the case of the scalar 5–propagator integrals corresponding to diagrams n, f , we used general-
ized hypergeometric functions only. The momentum integrals can be performed using standard
techniques, cf. Appendix F, giving the result in form of a 4–fold parameter integral on the unit
cube. The structure of the integrand is such that none of the remaining parameters can be inte-
grated trivially. Therefore one has to resort to variable transformations, leaving the integration
boundaries intact. The transformations we used were given in Ref. [75]:

• To define the product xy as the new integration variable, one shifts

x′ := xy , y′ :=
x(1− y)

1− xy
,

x = x′ + y′ − x′y′ , y =
x′

y′ + x′ − x′y′
,

∂(x, y)

∂(x′, y′)
=

1− x′

x′ + y′ − x′y′
, (263)

yielding

∫∫ 1

0

dxdyf(x, y)(xy)N =

∫∫ 1

0

dx′dy′
(1− x′)(x′)N

x′ + y′ − x′y′
f
(
y′ + x′ − x′y′,

x′

x′ + y′ − x′y′

)
.(264)

• Terms of the form (x− y)N can be combined by

x > y : x < y :

x′ := x− y , x′ := y − x ,

y′ :=
y

1− x+ y
, y′ :=

1− y

1 + x− y
,

x = x′ + y′ − x′y′ , x = (1− x′)(1− y′) ,

y = (1− x′)y′ , y = 1− (1− x′)y′ ,

∂(x, y)

∂(x′, y′)
= 1− x′ .

∂(x, y)

∂(x′, y′)
= 1− x′ . (265)

Thus, one obtains

∫∫ 1

0

dxdyf(x, y)(x− y)N =

∫∫ 1

0

dx′dy′x′
N
(1− x′)

(
f(y′ + x′ − x′y′, (1− x′)y′)

+(−1)Nf((1− y′)(1− x′), 1− (1− x′)y′)
)
. (266)

Eq. (265) is especially useful if the factor (x − y) occurs in the denominator. In this case,
however, one has to take special care of possible divergences. Both of these transformations had
to be applied to render the integrals If and In into the form of generalized hypergeometric series.
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Consider If as an example. After the momentum integration, it becomes

If =
N−2∑

i=0

∫∫
dq dk

(2π)D(2π)D
(∆q)i(∆k)N−2−i

(q2 −m2)((q −p)2 −m2)(k2 −m2)((k −p)2 −m2)2(k −q)2 (267)

=
(∆p)N−2Γ(1− ε)

(4π)4+ε(m2)1−ε

∫∫∫∫
dudzdydx

(1− u)−ε/2z−ε/2(1− z)ε/2−1

(1− u+ uz)1−ε(x− y)[(
zyu+ x(1− zu)

)N−1

−
(
(1− u)x+ uy

)N−1
]
. (268)

Here and below, the Feynman-parameter integrals are carried out over the respective unit-cube.
Applying now transformation (263) by defining u′ := uz and shifting z′ → 1 − z , u′ → 1 − u
afterwards, yields

If =
(∆p)N−2Γ(1− ε)

(4π)4+ε(m2)1−ε

∫∫∫∫
dudzdydx

(1− u)−ε/2z−ε/2(1− z)ε/2−1

(1− u+ uz)1−ε(x− y)[(
(1− u)y + ux

)N−1

−
(
(1− u)x+ uy

)N−1
]
. (269)

Now transformation (265) is used by setting x′ := ±(x− y). Thus

If =
(∆p)N−2Γ(1− ε)

(4π)4+ε(m2)1−ε

∫∫∫∫
dudzdy′dx′

(1− u)−ε/2z−ε/2(1− z)ε/2−1

(1− u+ uz)1−ε

1− x′

x′[(
y′(1− x′) + ux′

)N−1

−
(
y′(1− x′) + x′(1− u)

)N−1

−
(
1− ux′ − y′(1− x′)

)N−1

+
(
1− x′ + ux′ − y′(1− x′)

)N−1
]
. (270)

This form allows to perform the y′ integration. Further we set x = x′, u→ 1− u, giving

=
2(∆p)N−2Γ(1− ε)

(4π)4+ε(m2)1−εN

∫∫∫
dudzdx

u−ε/2z−ε/2(1− z)ε/2−1

(u+ z − uz)1−εx

[
xNuN − xN(1− u)N

+(1− ux)N − (1− x(1− u))N

]

=
2(∆p)N−2Γ(1− ε)

(4π)4+ε(m2)1−εN

[
1

N

∫∫
dudz

u−ε/2z−ε/2(1− z)ε/2−1

(u+ z − uz)1−ε

[
uN − (1− u)N

]

+
N∑

i=1

(
N

i

)
(−1)i

i

u−ε/2z−ε/2(1− z)ε/2−1

(u+ z − uz)1−ε

[
ui − (1− u)i

] ]

=
2(∆p)N−2Γ(1− ε)

(4π)4+ε(m2)1−εN

N∑

i=1

{(
N

i

)
(−1)i + δi,N

}
1

i

∫∫
dudz

u−ε/2z−ε/2(1− z)ε/2−1

(u+ z − uz)1−ε

[
ui − (1− u)i

]
. (271)
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The latter expression can now be rewritten in terms of a generalized hypergeometric series by
applying Eq. (J.8):

=
S2
ε (∆p)

N−2

(4π)4(m2)1−ε
exp

{
∞∑

l=2

ζl
l
εl

}
2π

N sin(π
2
ε)

N∑

j=1

{(
N

j

)
(−1)j + δj,N

}

×
{

Γ(j)Γ(j + 1− ε
2
)

Γ(j + 2− ε)Γ(j + 1 + ε
2
)
− B(1− ε

2
, 1 + j)

j
3F2

[
1− ε, ε

2
, j + 1

1, j + 2− ε
2

; 1

]}
. (272)

Note that although (272) is a double sum, the summation parameters and N are not nested.
This expression can be expanded in ε and calculated using the sums given in Appendix G. The
final result one obtains (omitting (∆p)N−2/(4π)D/(m2)1−ε ) is given in Table 3 and agrees with
the numerical checks. The same kind of manipulations we performed to obtain a result for
the 5–propagator integral of diagram n. Although a little more work is involved, it could be
treated in the same manner as diagram f . One of the most important things is to write all
sums which have to be introduced in such a way that there is no nesting of summation indexes
with N . The result is given in Table 3 and again agrees with the numerical check. Note that in
case of only 3 massive propagators, analytic results for fixed values of N can be obtained quite
easily by choosing the momentum flow in such a way that one momentum follows the massive
propagators. Thus no denominator structure emerges in the parameter integral. Let us consider
as an example integral In:

In =
N−2∑

j=0

∫
dq

(2π)D

∫
dk

(2π)D
(∆q)j(∆q −∆k)N−2−j

(q2−m2)((q−p)2−m2)((k − q)2−m2)(k −p)2k2

=
Γ(1− ε)(∆p)N−2

(4π)4+ε(m2)1−ε

∫∫∫∫
dwdydvdz

N−2∑

i=0

(1− w)wε/2−1(1− y)1−ε/2y−ε/2(1− y)j

(1− w)j(z − v)j(y((1− w)v + wz) + (1− y)z)N−j−2 . (273)

Calculating (273) for arbitrary values ofN analytically involves some work. However, by plugging
in fixed values of N , (273) decomposes into a finite sum of Beta-functions, which can even be
handled by MAPLE.

7.5 Reduced Integrals

In this section we describe the calculation of the scalar integrals corresponding to diagrams n and
f in which one propagator dropped out due to numerator factors. Since the operator insertion
is located at an inner vertex, we could not evaluate these integrals in an automatic way. Integral
transformations as (263, 265) had to be applied in various cases. Thus the results could be
expressed in terms of up to three-fold sums, allowing to expand in ε. The summations were
performed using the sums contained in Appendix G. The notation is as follows:

IA,i (274)

denotes the scalar integral belonging to diagram A (= f, n) in which the ith propagator is not
present, see Figure 12. For the Feynman rules of the operator insertion see Figure 14. By writing
down the corresponding momentum integrals,
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Figure 12: Labeling of the propagators of diagrams f and n

one immediately notices that

If,1 = If,2 ,

If,3 = If,4 = In,3 , (275)

and one is thus left with only seven integrals. Further, If,5, In,4 and In,5 turn out to be trivial,
hence only four complicated integrals had to be calculated. The result of each integral is given
in Table 4, dropping the overall factor

S2
ε (∆p)

N−2

(4π)4(m2)−ε
. (276)

In order to obtain an analytic result for fixed values of N as a check, we proceeded as in section
7.4.2, Eq. (273). By choosing the momentum flow in such a way that one momentum follows
the massive propagator, the integral turns into a finite sum of Beta-functions. Let us consider
as the most complex example In,2. The integral becomes

In,2 =
(∆p)N−2Γ(1− ε)

(4π)4+ε(m2)−ε

1

ε

N−2∑

j=0

(−1)j
∫∫∫

dvdydz(1− v)ε/2vjy−1−ε/2(1− y)−ε/2+j

×zj(1− z + yvz)N−j−2 , (277)

which can be evaluated for arbitrary fixed N using MAPLE.
In order to derive the analytic result, as given in Table 4, a lot more work was involved. Rewriting
In,2 as a sum yields

In,2 =
(∆p)N−2Γ(1− ε)

(4π)4+ε(m2)−ε

1

ε

[
N−1∑

l=0

(
N − 1

l

)
(−1)l

∞∑

k=0

B(1− ε/2, k + 1 + ε/2)B(l + 2 + k,−ε/2)
l + k + 1

× 3F2

[
−ε, k + 1 + ε/2, l + 2 + k

k + 2, l + k + 2− ε/2
; 1

]

+(−1)NB(−ε/2, N − ε/2)
∞∑

k=0

B(k + 1 + ε/2, N)

N + k
. (278)

The single infinite sum in (278) is given in Eq. (G.144) and was calculated as described in
Appendix (G.9). We could not avoid introducing a three-fold nested sum in setting up (278).
However, the Mellin-parameter N does not appear in the inner two sums, simplifying the cal-
culation. This was done using integral representations, where double sums of the type given in
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Eqs. (G.44, G.97, G.99–G.101) had to be calculated. The remaining integrals If,1 , In,(1,3) could
be rewritten as double or single sums, being less complex than (278). After these calculations,
diagram i could be obtained immediately. One of the operator sums of the corresponding Feyn-
man rule could be performed right away, since the insertion is located at an outer vertex. Hence
there is only one operator sum left and it turned out that all integrals needed for diagram i are
given in Table 4.

Table 4: The analytic results for the reduced scalar integrals of graphs f and n
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The result of integral In,2 is the most complex expression we encountered in our calculation. Even
several harmonic sums of weight 4 are present, which do not appear in the final result, however.
One observes that by adding boundary terms to complete the operator sum, cf. Eq. (225), In,2
appears three times in the complete diagram n with differing upper summation boundaries. The
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coefficients thereof just add up to zero, hence the leading index of the harmonic sums drops out
as in

S1,−2,1(N)− S1,−2,1(N − 1) =
S−2,1(N)

N
. (279)

Thus at most sums of depth 2 and weight 3 remain.

7.6 The Final Results for the 2–Loop Operator Matrix Elements

Our results of the individual diagrams of Figures 6–9 are given in Appendix E. These results
are found to agree with the results obtained in z–space in [55] 4. The expressions in z–space in
terms of Nielsen-integrals turn out to be rather long, which may be partly due to the integral
basis chosen. In some cases, functions of the type f1(z)/(1 + z) could be simplified to functions
f2(z) without this denominator. Our results in Mellin space are more compact. In Table 5
we list the harmonic sums contributing to the individual diagrams to illustrate the respective
complexity and the number of different functions in z–space.

Table 5: Complexity of the results in Mellin space and in z–space for each diagram

Diagram S1 S2 S3 S−2 S−3 S2,1 S−2,1 # z-space fct.

A + 8

B + + + + 10

C + 4

D + + 5

E + + 9

F + + + + 24

G + + 6

H + + 7

I + + + + + + + 20

J + 7

K + 7

L + + + + 13

M + 7

N + + + + + + + 38

O + + + + 13

P + + + + 14

S + 7

T + 7

PSa +

PSb + 7

NSa

NSb + + + 5

4We thank W.L. van Neerven and J. Smith for the opportunity to compare with their results in z–space for
the individual diagrams.
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In counting the number of z-space functions, those with different power prefactors are considered
to be equivalent since their Mellin transform shifts in the argument only. In our results, there
occur only polynomials out of maximally seven harmonic sums in the individual diagrams with
a depth of up to two, with rational prefactors and supplement rational functions in N and ζ2.
Intermediary sums of depth three contributed for some of the diagrams but canceled for each
diagram due to algebraic relations [70, 110]. Note that harmonic sums with an index {i = −1}
do not even occur for individual diagrams. This is in accordance with observations made before
for all known single-scale Wilson-coefficients and anomalous dimensions, [89, 106,107,126].

The final result for the unrenormalized OMEs Â
(2)
ij is then obtained by summing the correspond-

ing results of the individual diagrams. In the following expressions, mass renormalization, cf.
Eq. (126), has already been carried out. The two loop singlet OME at O(a2s) becomes

Â
(2)
Qg

(m2

µ2
, ε
)

= S2
ε

(
m2

µ2

)ε
(

1

ε2

{
8TRCF

N2 +N + 2

N(N + 1)(N + 2)

[
−4S1(N) +

3N2 + 3N + 2

N(N + 1)

]

+32TRCA
N2 +N + 2

N(N + 1)(N + 2)

[
S1(N)− 2

N2 +N + 1

(N − 1)N(N + 1)(N + 2)

]}

+
1

ε

{
4TRCF

[
2

N2 +N + 2

N(N + 1)(N + 2)

(
S2(N)− S2

1(N)
)
+ 4

S1(N)

N2

−5N6 + 15N5 + 36N4 + 51N3 + 25N2 + 8N + 4

N3(1 +N)3(2 +N)

]

+TRCA

[
8

N2 +N + 2

N(N + 1)(N + 2)

(
−2β′(1 +N) + S2(N) + S2

1(N)− ζ2

)

−32
2N + 3

(N + 1)2(N + 2)2
S1(N)− 8

P1(N)

(N − 1)N3(N + 1)3(2 +N)3

]}

+a
(2)
Qg(N)

)
+ Sε

8

3ε
TR

(
1 +

ζ2
8
ε2
) 3∑

i=1

(
m2

i

µ2

)ε/2

Â
(1)
Qg , (280)

where the expansion coefficient at O(ε0) is given by, cf. [47],

a
(2)
Qg(N) = 4CFTR

{
N2 +N + 2

N (N + 1) (N + 2)

[
−1

3
S3
1(N − 1) +

4

3
S3(N − 1)

−S1(N − 1)S2(N − 1)− 2ζ2S1(N − 1)

]
+

2

N(N + 1)
S2
1(N − 1)

+
N4 + 16N3 + 15N2 − 8N − 4

N2 (N + 1)2 (N + 2)
S2(N − 1)

+
3N4 + 2N3 + 3N2 − 4N − 4

2N2 (N + 1)2 (N + 2)
ζ2

+
N4 −N3 − 16N2 + 2N + 4

N2 (N + 1)2 (N + 2)
S1(N − 1) +

P2(N)

2N4 (N + 1)4 (N + 2)

}
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+4CATR

{
N2 +N + 2

N(N + 1)(N + 2)

[
4M

[
Li2(x)

1 + x

]
(N + 1) +

1

3
S3
1(N) + 3S2(N)S1(N)

+
8

3
S3(N) + β′′(N + 1)− 4β′(N + 1)S1(N)− 4β(N + 1)ζ2 + ζ3

]

− N3 + 8N2 + 11N + 2

N (N + 1)2 (N + 2)2
S2
1(N)− 2

N4 − 2N3 + 5N2 + 2N + 2

(N − 1)N2 (N + 1)2 (N + 2)
ζ2

− 7N5 + 21N4 + 13N3 + 21N2 + 18N + 16

(N − 1)N2 (N + 1)2 (N + 2)2
S2(N)

− N6 + 8N5 + 23N4 + 54N3 + 94N2 + 72N + 8

N (N + 1)3 (N + 2)3
S1(N)

−4
(N2 −N − 4)

(N + 1)2 (N + 2)2
β′(N + 1) +

P3(N)

(N − 1)N4(N + 1)4(N + 2)4

}
. (281)

The unrenormalized 1–loop singlet operator matrix element, cf. section 6.2, is given by

Â
(1)
Qg

(m2

µ2
, ε
)

= Sǫ

(
m2

µ2

)ǫ/2[
−1

ǫ
P̂ (0)
qg (z) + a

(0)
Qg + ǫa

(1)
Qg

]
, (282)

where

a
(1)
Qg = 0 , (283)

a
(1)
Qg = −ζ2

8
P̂ (0)
qg (z) . (284)

The polynomials in Eqs. (280, 281) read

P1(N) = N9+ 6N8+ 15N7+ 25N6+ 36N5+ 85N4+ 128N3 + 104N2 + 64N + 16 , (285)

P2(N) = 12N8 + 54N7 + 136N6 + 218N5 + 221N4 + 110N3 − 3N2 − 24N − 4 , (286)

P3(N) = 2N12 + 20N11 + 86N10 + 192N9 + 199N8 −N7 − 297N6 − 495N5

−514N4 − 488N3 − 416N2 − 176N − 32 . (287)

The sum over heavy quarks in Eq. (281) stems from the reducible diagrams u, v, see Figure 7, and
is removed during the renormalization procedure due to the specific scheme chosen, cf. section
4.3. Note that we express single harmonic sums with negative index in terms of β-functions, see
Eq. (240). Further the equality, cf. [70],

M

[
Li2(x)

1 + x

]
(N + 1)− ζ2β(N + 1) = (−1)N+1

[
S−2,1(N) +

5

8
ζ3

]
(288)

can be applied5. Therefore, the operator matrix element Â
(2)
Qg depends on one non-trivial basic

function only [107,126]. Rewriting (281) in terms of splitting functions, see Appendix L, yields

Â
(2)
Qg = S2

ε

(m2

µ2

)ε[ 1
ε2

{1
2
P̂ (0)
qg ⊗ (P (0)

qq − P (0)
gg ) + β0P̂

(0)
qg

}
+

1

ε

{
− 1

2
P̂ (1)
qg

}
+ a

(2)
Qg

]

−2

ε
Sεβ0,Q

3∑

i=1

(m2
i

µ2

)ε/2(
1 +

ε2

8
ζ(2)

)
Â

(1)
Qg . (289)

5We correct a typo in [47]. The argument of the Mellin-transform in (281) reads N + 1, not N .
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For the expansion coefficients of the β–function for the case of light and heavy (Q) flavors, see
Eqs. (134, 135).

For the light quarks we obtain in the pure-singlet case

Â
PS,(2)
Qq

(m2

µ2
, ε
)

= S2
ε

(
m2

µ2

)ε{
− 1

ε2
TRCF

16(N2 +N + 2)2

(N − 1)N2(N + 1)2(N + 2)

− 1

ε
TRCF

8(5N5 + 32N4 + 49N3 + 38N2 + 28N + 8)

(N − 1)N3(N + 1)3(N + 2)2
+ a

PS,(2)
Qq (N)

}
,(290)

with

a
PS,(2)
Qq (N) = TRCF

{
−4

(N2 +N + 2)2

(N − 1)N2(N + 1)2(N + 2)
(2S2(N) + ζ2)

+
4P4(N)

(N − 1)N4(N + 1)4(N + 2)3

}
, (291)

P4(N) = N10 + 8N9 + 29N8 + 49N7 − 11N6 − 131N5 − 161N4 (292)

−160N3 − 168N2 − 80N − 16.

In terms of splitting functions, (291) reads

Â
PS,(2)
Qq = S2

ε

(m2

µ2

)ε[ 1
ε2

{
− 1

2
P̂ (0)
qg ⊗ P (0)

gq

}
+

1

ε

{
− 1

2
P̂PS,(1)
qq

}
+ a

PS,(2)
Qq

]
. (293)

The non-singlet OME becomes

Â
NS,(2)
qq,Q

(m2

µ2
, ε
)

= S2
ε

(
m2

µ2

)ε{
1

ε2
TRCF

[
−32

3
S1(N) + 8

3N2 + 3N + 2

3N(N + 1)

]

+
1

ε
TRCF

[
16

3
S2(N)− 80

9
S1(N) + 2

3N4 + 6N3 + 47N2 + 20N − 12

9N2(N + 1)2

]

+a
NS,(2)
qq,Q (N)

}
, (294)

with

a
NS,(2)
qq,Q (N) = CFTR

{
−8

3
S3(N)− 8

3
ζ2S1(N) +

40

9
S2(N) + 2

3N2 + 3N + 2

3N(N + 1)
ζ2 −

224

27
S1(N)

+
219N6 + 657N5 + 1193N4 + 763N3 − 40N2 − 48N + 72

54N3(N + 1)3

}
. (295)

Further we obtain

Â
NS,(2)
qq,Q = S2

ε

(m2

µ2

)ε[ 1
ε2

{
−β0,QP (0)

qq

}
+

1

ε

{
−1

2
P

NS,(1)
qq,Q

}
+ a

NS,(2)
qq,Q

]
. (296)

In all results, no sum with index {−1} contributes. Concerning the non–trivial harmonic sums
emerging, the operator matrix elements are finally of similar complexity as the 2–loop anomalous
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dimensions. The results for the pole terms and for the constant terms agree as well with [55].
Note, that the complexity of the final result reduced significantly, since the harmonic sum
S2,1(N), which is still present in the individual results of diagrams b, f, i, l, n, o and p, canceled
exactly. This means that in Mellin-space, only 6 different harmonic sums contribute to the result.
Forming equivalence classes as done in Refs. [106,107], there are only two main functions, S1(N)
and S−2,1(N). All other single harmonic sums can be obtained by structural relations [107].
On the other hand we count a total number of 48 functions in the z–space representations of
Ref. [55], which are listed in Table 6. Note, that the pole terms in the unrenormalized results are
not the main objective of this calculation. They are removed via renormalization and contribute
to the logarithmic heavy flavor corrections proportional to lnk(Q2/m2) only. They are given in
terms of the splitting functions, see section 4.3. These splitting functions are well known and
have been calculated several times, [33–35, 59, 63–66]. The main focus is hence on the determi-

nation of the expansion coefficients a
(2)
ij at O(ε0), which give rise to the constant term of the

heavy flavor corrections. They have been calculated only once in Ref. [55], the result of which
we could confirm.

Table 6: Functions contributing to the results in z–space

δ(1− x) 1 ln(x) ln2(x) ln3(x)

ln(1− x) ln2(1− x) ln3(1− x) ln(x) ln(1− x) ln(x) ln2(1− x)

ln2(x) ln(1− x) ln(1 + x) ln(x) ln(1 + x) ln2(x) ln(1 + x) Li2(1− x)

ln(x)Li2(1− x) ln(1− x)Li2(1− x) Li3(1− x) S1,2(1− x) S1,2(−x)

1

1− x

1

1 + x

ln(x)

1− x

ln2(x)

1− x

ln3(x)

1− x

ln(x)

1 + x

ln2(x)

1 + x

ln3(x)

1 + x

ln(1 + x)

1 + x

ln(x) ln(1 + x)

1 + x

ln(x) ln2(1 + x)

1 + x

ln2(x) ln(1 + x)

1 + x

ln(x) ln(1− x)

1− x

ln(x) ln2(1− x)

1− x

ln(1− x)Li2(x)

1− x

Li2(1− x)

1− x

ln(x)Li2(1− x)

1− x

ln(x)Li2(1− x)

1 + x

ln(1 + x)Li2(−x)
1 + x

ln(1 + x)Li2(−x)

Li2(−x)
Li2(−x)
1 + x

ln(x)Li2(−x)
1 + x

Li3(1− x)

1− x

Li3(−x)
1 + x

S1,2(1− x)

1− x

S1,2(1− x)

1 + x

S1,2(−x)
1 + x
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8 The 2-Loop Heavy Flavor Wilson Coefficients

In DIS experiments the physical observables are the cross section and the structure functions, re-
spectively, see Eq. (32). In the case of spin-averaged pure photoproduction considered here, there
are only two structure functions, F2 and FL. These relate to the parton distribution functions
and the Wilson coefficients, Eqs. (75, 90). The heavy flavor Wilson coefficients then factorize
into light flavor Wilson Coefficients CS,NS

(L,2),i(Q
2/µ2, z) and the massive operator matrix elements

AS,NS
ij (m2/µ2, z), see Eqs. (76, 92). In the previous section, we calculated the unrenormalized

OMEs ÂS,NS
ij up to O(a2s), see Eqs. (289, 293, 296). In order to relate our results to measur-

able quantities, renormalization has to be performed. The renormalized OMEs are obtained by
using Eq. (149) and inserting the respective operator renormalization constants and transition
functions, see Appendix L. Thus we arrive at the renormalized operator matrix elements

A
(1)
Qg = −1

2
P̂ (0)
qg ln

(
m2

µ2

)
(297)

A
(2)
Qg =

1

8

{
P̂ (0)
qg ⊗

[
P (0)
qq − P (0)

gg + 2β0
]}

ln2

(
m2

µ2

)
− 1

2
P̂ (1)
qg ln

(
m2

µ2

)

+a
(1)
Qg

[
P (0)
qq − P (0)

gg + 2β0
]
+ a

(2)
Qg (298)

A
PS,(2)
Qq = −1

8
P̂ (0)
qg ⊗ P (0)

gq ln2

(
m2

µ2

)
− 1

2
P̂PS,(1)
qq ln

(
m2

µ2

)
+ a

PS,(2)
Qq + a

(1)
Qg ⊗ P (0)

gq (299)

A
NS,(2)
qq,Q = −β0,Q

4
P (0)
qq ln2

(
m2

µ2

)
− 1

2
P̂NS,(1)
qq ln

(
m2

µ2

)
+ a

NS,(2)
qq,Q +

1

4
β0,Qζ2P

0
qq . (300)

In order to obtain the heavy flavor contributions to the massive coefficient functions in the
asymptotic limit Q2 ≫ m2, we choose the uniform factorization scale µ2 = Q2. Generalizations
to other factorization scales are easily obtained. Then the massless Wilson coefficients become
equal to their respective constant term in the MS-scheme, see section 3.3,

C
(k)
(L,2),i = c

(k)
(L,2),i . (301)

Applying equations (98–103) yields the contribution of single heavy quark production to the
heavy Wilson coefficients in the asymptotic limit,

HS
2,g

(
z, as,

Q2

m2

)
= as

[
1

2
P̂ (0)
qg ln

(
Q2

m2

)
+ ĉ

(1)
2,g

]

+ a2s

[
1

8

{
P̂ (0)
qg ⊗

[
P (0)
qq − P (0)

gg + 2β0
]}

ln2

(
Q2

m2

)

+
1

2

{
P̂ (0)
qg ⊗ c

(1)
2,q + P̂ (1)

qg

}
ln

(
Q2

m2

)

+a
(1)
Qg

[
P (0)
qq − P (0)

gg + 2β0
]
+ a

(2)
Qg + ĉ

(2)
2,g

]
, (302)
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HPS
2,q

(
z, as,

Q2

m2

)
= a2s

[
−1

8
P̂ (0)
qg ⊗ P (0)

gq ln2

(
Q2

m2

)
+

1

2
P̂PS,(1)
qq ln

(
Q2

m2

)

+a
(1)
Qg ⊗ P (0)

gq + a
PS,(2)
Qq + ĉ

PS,(2)
2,q

]
, (303)

HNS
2,q

(
z, as,

Q2

m2

)
= a2s

[
−β0,Q

4
P (0)
qq ln2

(
Q2

m2

)
+

1

2
P̂NS,(1)
qq ln

(
Q2

m2

)

+
1

4
β0,Qζ2P

0
qq + a

NS,(2)
qq,Q + ĉ

NS,(2)
2,q

]
. (304)

HS
L,g

(
z, as,

Q2

m2

)
= asĉ

(1)
L,g + a2s

[
1

2
P̂ (0)
qg c

(1)
L,q ln

(
Q2

m2

)
+ ĉ

(2)
L,g

]

+ a3s

{[
1

8
P̂ (0)
qg

[
P (0)
qq − P (0)

gg + 2β0
]
ln2

(
Q2

m2

)
+

1

2
P̂ (1)
qg ln

(
Q2

m2

)

+a
(2)
Qg + a

(1)
Qg

[
P (0)
qq − P (0)

gg + 2β0
]
]
c
(1)
L,q +

1

2
P̂ (0)
qg ln

(
Q2

m2

)
c
(2)
L,q + ĉ

(3)
L,g

}
(305)

HPS
L,q

(
z, as,

Q2

m2

)
= a2s ĉ

PS,(2)
L,q + a3s

{[
−1

8
P̂ (0)
qg P

(0)
gq ln2

(
Q2

m2

)

+
1

2
P̂PS,(1)
qq ln

(
Q2

m2

)
+ a

PS,(2)
Qq − a

(1)
QgP

(0)
gq

]
c
(1)
L,q + ĉ

PS,(3)
L,q

}
(306)

HNS
L,q

(
z, as,

Q2

m2

)
= a2s

[
−β0,Qc(1)L,q ln

(
Q2

m2

)
+ ĉ

NS,(2)
L,q

]

+ a3s

{[
−1

4
β0,QP

(0)
qq ln2

(
Q2

m2

)
− 1

2
P̂NS,(1)
qq ln

(
Q2

m2

)
+ a

NS,(2)
qq,Q +

1

4
β0,Qζ2P

(0)
qq

]

×c(1)L,q + ĉ
NS,(3)
L,q

}
. (307)

It was shown in Ref. [127] that in the kinematic region of HERA, the logarithms ln(Q2/m2)
emerging in Eqs. (302-307) need not to be resumed. As one sees, the logarithmic contributions
to the heavy quark coefficient functions in the asymptotic limit are given in terms of splitting
functions, the β-function and the expansion coefficients of the light Wilson coefficients CS,NS

(2,L),i

only. These terms are known from the literature. What is genuine to the present approach is
the possibility to access the constant terms, aij(N). Further, we would like to stress that we
have obtained, for the first time, a NNLO result for the longitudinal asymptotic heavy Wilson
coefficient in this way, cf. [47]. This is possible, since it requires the 2-loop OME A

(2)
Qg only.

Note, however, that the limit Q2 ≫ m2 applies to HL only at scales of Q2 ≥ 500 GeV2, which
is not yet accessible by experiment. All terms in the above equations are known. The Wilson
coefficients for massless quarks were calculated in LO [56], NLO [57–59], and NNLO [60–62]. For
the LO massless Wilson coefficients, see also section 5. The splitting functions were calculated
in Ref. [33–35,59,63–66], and the β function in Ref. [29,30,101], see section 4. Thus one is able
to describe the perturbative contribution of heavy flavor production to the physical structure
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functions in the asymptotic limit via the Mellin-convolution

F2,L(z,Q
2) =

∑

j

Hj
2,L

(
as,

Q2

m2
,
m2

µ2

)
⊗ fj(µ

2) , j = PS,NS, g (308)

up to O(a2s) for F2 and to O(a3s) for FL, respectively. This allows for precision analyzes of QCD as
for the extraction of the non-perturbative universal parton-densities fj(z) and the measurement
of the QCD scale ΛQCD.
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9 Summary

We have recalculated the heavy flavor operator matrix elements A
(k)
ij at 2-loop order in perturba-

tion theory in the singlet, non-singlet and pure-singlet case for the first time. We confirmed the
result obtained by M. Buza et. al. in 1996, [55]. Together with the light Wilson coefficients, the
operator matrix elements allow for a determination of the logarithmic and constant terms of the
heavy flavor coefficient functions of deeply inelastic scattering in the asymptotic region Q2 ≫ m2.
This applies to the twist-2 approximation and reaches up to O(a2s) in perturbation theory. The
motivation for this calculation is to handle the heavy flavor contributions to the structure func-
tions, which are rather large. These results increase our knowledge on the perturbative part of
Quantum Chromodynamics, allowing for a better determination of non-perturbative, universal
quantities as the parton-distribution functions and to diminish the theory error on ΛQCD.
By not applying the integration-by-parts technique as used in Ref. [55] and working in Mellin-
space, we were able to compactify the calculation and the results significantly. The natural
representation of the problem seems to be in terms of harmonic sums, allowing for a dramatic
reduction of complexity. This is mainly due to algebraic relations, which are not obvious in
z-space. We observed also in the present case the empirical fact that harmonic sums with index
{−1} do not appear at all, which is something to be recognized very hard in z-space. Addi-
tionally, large parts of the calculation could be automatized using computer algebra programs,
allowing for a fast evaluation also in case of further problems, as the polarized case. We learned
that for this type of problem, the Feynman-parameter integrals should be studied carefully be-
fore performing further steps as Mellin-Barnes-transformations or expanding in the dimensional
regularization parameter. By using variable transformations leaving the integration boundaries
intact, we were able to show that almost all integrals can be expressed in terms of generalized
hypergeometric series, most importantly the series 3F2, which is a well known function and there-
fore good to handle. The few remaining diagrams could be written as well in terms of multiple
sums, which, in general, did not pose a bigger problem. Further study should show, whether the
present approach using the representation outlined works also for very different, or in even more
complicated cases.
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10 Appendix





A Conventions

We use natural units

~ = 1 , c = 1 , ε0 = 1 , (A.1)

where ~ denotes Planck’s constant, c the vacuum speed of light and ε0 the permitivity of free
space. The electromagnetic fine-structure constant α is then given by

α = α′(µ2 = 0) =
e2

4πε0~c
=
e2

4π
≈ 1

137.03599911(46)
. (A.2)

In this convention, energies and momenta are given in the same units, electron volt (eV).
The space-time dimension is taken to be D and the metric tensor gµν in Minkowski-space is
defined as

g00 = 1 , gii = −1 , i = 1 . . . D − 1 , gij = 0 , i 6= j . (A.3)

Einstein’s summation convention is used, i.e.

xµy
µ :=

D∑

µ=1

xµy
µ . (A.4)

Bold-faced symbols represent D − 1–dimensional spatial vectors:

x = (x0,x) . (A.5)

If not stated otherwise, Greek indexes refer to the D–component space–time vector and Latin
ones to the D − 1 spatial components only. The dot product of two vectors is defined by

p.q = p0q0 −
D−1∑

i=1

piqi . (A.6)

The γ-matrices γµ are taken to be of dimension D and fulfill the anti-commutation relation

{γµ, γν} = 2gµν . (A.7)

It follows that

γµγ
µ = D (A.8)

Tr (γµγν) = 4gµν (A.9)

Tr (γµγνγαγβ) = 4[gµνgαβ + gµβgνα − gµαgνβ] . (A.10)

The dagger-symbol for a D-momentum p is defined by

/p := γµp
µ . (A.11)

The conjugate of a bi-spinor u of a particle is given by

u = u†γ0 , (A.12)
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where † denotes Hermitian and ∗ complex conjugation, respectively. The bi-spinor u and v fulfill
the Dirac-equation,

(/p−m)u(p) = 0 , u(p)(/p−m) = 0 (A.13)

(/p+m)v(p) = 0 , v(p)(/p+m) = 0 . (A.14)

Bi-spinors and polarization vectors are normalized to

∑

σ

u(p, σ)u(p, σ) = /p+m (A.15)

∑

σ

v(p, σ)v(p, σ) = /p−m (A.16)

∑

λ

ǫµ(k, λ)ǫν(k, λ) = −gµν , (A.17)

where λ and σ represent the spin.
The commonly used caret “ˆ” to signify an operator, e.g. Ô, is omitted if confusion is not to be
expected.
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B Feynman Rules

The Feynman-rules for QCD and composite operators are taken from [79, 128]. We work in
Feynman gauge. D-momenta are denoted by pi and Lorentz-indices by Greek letters. Color
indices are a, b, c, d, e and i, j are indices of the color matrices. Solid lines represent fermions, wavy
lines gluons and dashed ones ghosts. Arrows denote the direction of the respective momenta.
The rules for QCD are given in Figure 13 and those for the composite operators in Figure 14.
A factor (−1) has to be included for each closed fermion or ghost loop.
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C Kinematics of 2-to-2 particle scattering

Let q, k and p1, p2 denote the D-momenta of the incoming and the outgoing particles in D-
dimensional space-time. Their masses are given by mq, mk and m1, m2, respectively. In the
cms–frame the momenta are given by

q = (Eq;~0D−2, pcm) (C.1)

k = (Ek;~0D−2,−pcm) (C.2)

p1 = (E1; ~pcm
′) (C.3)

p2 = (E1;−~pcm′) . (C.4)

The above quantities are expressed as follows, [129]:

pcm =
λ1/2(s,m2

q,m
2
k)

2
√
s

(C.5)

|pcm′| =
λ1/2(s,m2

1,m
2
2)

2
√
s

(C.6)

Eq =
s+m2

q −m2
k

2
√
s

(C.7)

Ek =
s+m2

k −m2
q

2
√
s

(C.8)

E1 =
s+m2

1 −m2
2

2
√
s

(C.9)

E2 =
s+m2

2 −m2
1

2
√
s

. (C.10)

Here, the kinematic function λ is given by

λ(x, y, z) = (x− y − z)2 − 4yz . (C.11)

The variable s denotes the cms energy squared, see (167). The two–particle phase space integral
in D dimensions reads

∫
dR2 =

∫
dD−1p1

(2π)D−1(2E1)

dD−1p2
(2π)D−1(2E2)

1

4q.k
(2π)Dδ(p1 + p2 − q − k) . (C.12)

Using the D–dimensional δ–distribution and integrating over p2 yields
∫
dR2 =

∫
dD−1p1

(2π)2−D

4E1E2

1

4q.k
δD(E1 + E2 − Eq − Ek) . (C.13)

The integration over p1 can be performed by introducing D–dimensional spherical coordinates.
Jacobi’s determinant for this transformation is given by, [130],

J =
∂~p1

∂(|~p1|, ~φ)
= pD−2

1 sinD−3(φ1) sin
D−4(φ2)... sin(φD−3) . (C.14)

Defining

y := cos(φD−3) (C.15)

φD−3 ≡ θqp1 , (C.16)
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the scattering angle between q and p1 and integrating over all other angles gives

∫
dR2 =

∫
dp1dy2π

2−D

4E1E2

1

4q.k

(2π)D/2−1

Γ(D/2− 1)
pD−2
1 (1− y2)D/2−2δD(E1 + E2 − Eq − Ek) . (C.17)

Finally, one integrates over the modulus of ~p1

∫
dR2 =

∫
dy23−Dπ1−D/2

4q.k

(1− y2)D/2−2

Γ(D/2− 1)

(p′cm)
D−3

4
√
s

. (C.18)

Now one may specialize to the process considered. The mass of the gluon is equal to zero and
the off-shell mass of the virtual photon is given by q2 = −Q2. Since the same flavor of quarks is
produced, their masses are equal. From (C.10) it follows that

pcm =
s+Q2

2
√
s

=
q.k√
s

(C.19)

p′cm =
1

2
√
s
. (C.20)

The final expression for the D–dimensional case now reads

∫
dR2 =

∫
(p′cm)

D−3

32πspcm

(1− y2)D/2−2

2D−4πD/2−2Γ(D/2− 1)
dy . (C.21)

In the remainder y is used as reference variable. Since y = cos θqp1 , it has to be integrated from
−1 to 1. It is useful to recall the relations for y and the Mandelstam–variable t

t = m2 − Q2

2x
(1− vy) , (C.22)

where v is the velocity of the produced quarks in the cms, see (153). Due to this, it is possible
to evaluate the integral by integrating over y, to obtain an expression which contains Bjorken–x.
In the massive case, see section 5, the phase space integral evaluates as follows: For D = 4 one
obtains

∫
dR2 =

∫
1

32s

p′cm
pcm

dy . (C.23)

From the definition of t follows

t = (q − p1)
2 = −Q2 +m2

1 − 2EqE1 + 2pcmp
′
cm cos(θqp1) (C.24)

=⇒ dt = 2pcmp
′
cmd cos(θqp1) = 2pcmp

′
cmdy . (C.25)

Changing variables from y to t and referring to the physical region of t, [129], yields

∫
dR2 =

∫ t+

t−

dt

64πsp2cm
, (C.26)

t± =
s+Q2

2
± s+Q2

2
· v . (C.27)

82



D Color Factors in SU(N)

The gauge symmetry group of QCD is the Lie-Group SU(3). We will consider the general case
of SU(N). The non-commutative generators are denoted by ta, where a runs from 1 to N2 − 1.
The generators can be represented by Hermitian, traceless matrices [28]. The structure constants
fabc and dabc of SU(N) are defined via the commutation and anti-commutation relations of its
generators [79]

[ta, tb] = ifabctc (D.1)

{ta, tb} = dabctc +
1

N
δab . (D.2)

The indexes of the color matrices, in a certain representation, are denoted by i, j, k, l, ... Up to
the 2-loop level only 3 color invariants can appear. They are given by

δabCA = facdf bcd (D.3)

δijCF = tailt
a
lj (D.4)

δabTR = taikt
b
ki . (D.5)

These constants evaluate to

CA = N (D.6)

CF =
N2 − 1

2N
(D.7)

TR =
1

2
. (D.8)

For QCD, CA = 3 , CF = 4/3 are obtained.
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E Results for the Individual Diagrams

In this Appendix, the results for the different diagrams as shown in Figures 6-9 are given for the
matrix elements AQg

i , AQq
i and Aqq

i . The index i denotes the label of the respective graphs in the
corresponding Figure. Symmetry factors have been accounted for. The projections (205-208)
have been applied. There is an overall factor

â2sS
2
ε

(
m̂2

µ2
0

)ε

, (E.1)

which is not written explicitly. In (E.1), âs denotes the bare strong coupling constant, Eq. (119),
Sε is the spherical factor, Eq. (120), µ0 is the renormalization scale, (118), and ε = D − 4.
The singlet results are

AQq
a = TRCF

{
1

ε2
16

N2(N + 1)
+

8

ε

2N3 −N − 2

N3(N + 1)2(N + 2)
+

8

N2(N + 1)
S2(N)

+
4

N2(N + 1)
ζ2 +

4P1(N)

N4(N + 1)3(N + 2)2

}
, (E.2)

P1(N) = 7N6 + 18N5 + 18N4 − 3N3 − 21N2 − 16N − 4 .

AQq
b = TRCF

{
1

ε2

[
−32

N
S1(N) +

32

N

]
+

1

ε

[
24S2(N)− 8S2

1(N)

N

+16
N2 + 7N + 2

N(N + 1)(N + 2)
S1(N)− 32

N2 + 5N + 2

N(N + 1)(N + 2)

]
− 16

N
S2,1(N) +

40

3N
S3(N)

− 4

N
S1(N)S2(N)− 4

3N
S3
1(N)− 8

N
S1(N)ζ2 + 4

N2 + 7N + 2

N(N + 1)(N + 2)
S2
1(N)

+4
N2 − 9N + 2

N(N + 1)(N + 2)
S2(N) +

8

N
ζ2 − 16

N3 + 9N2 + 8N + 4

N2(N + 2)2
S1(N)

+32
N5 + 10N4 + 30N3 + 37N2 + 18N + 4

N(N + 1)3(N + 2)2

}
. (E.3)

AQq
c = TRCF

{
− 1

ε2
8

N
+

1

ε

4(13N4 + 82N3 + 82N2 +N − 6)

N2(N + 1)(N + 2)(N + 3)
+

20

N
S2(N)− 2

N
ζ2

− 2P2(N)

N3(N + 1)2(N + 2)2(N + 3)

}
, (E.4)

P2(N) = 16N7 + 176N6 + 520N5 + 600N4 + 257N3 + 7N2 + 16N + 12 .

AQq
d = TRCF

{
− 1

ε2
16

N
+

1

ε

[
− 8

N
S1(N) + 8

N3 + 10N2 + 59N + 42

N(N + 1)(N + 2)(N + 3)

]
− 2

N

[
S2(N) + S2

1(N)
]

− 4

N
ζ2 + 4

N4 + 8N3 + 43N2 + 36N + 12

N2(N + 1)2(N + 2)
S1(N)
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− 8P3(N)

N(N + 1)3(N + 2)2(N + 3)

}
, (E.5)

P3(N) = N6 + 10N5 + 99N4 + 350N3 + 486N2 + 274N + 60 .

AQq
e = TR

[
CF − CA

2

]{
1

ε2
16(N + 3)

(N + 1)2
+

1

ε

[
− 8(N + 2)

N(N + 1)
S1(N)

−8
3N3 + 9N2 + 12N + 4

N(N + 1)3(N + 2)

]
− 2

9N4 + 40N3 + 71N2 − 12N − 36

N(N + 1)2(N + 2)(N + 3)
S2(N)

−2
N3 −N2 − 8N − 36

N(N + 1)(N + 2)(N + 3)
S2
1(N) + 4

(N + 3)

(N + 1)2
ζ2

+4
4N5 + 19N4 + 31N3 − 30N2 − 44N − 24

N2(N + 1)2(N + 2)(N + 3)
S1(N)

+
4P4(N)

N2(N + 1)4(N + 2)2(N + 3)

}
, (E.6)

P4(N) = 16N7 + 111N6 + 342N5 + 561N4 + 536N3 + 354N2 + 152N + 24 .

AQq
f = TR

[
CF − CA

2

]{
1

ε2

[
64

(N + 1)(N + 2)
S1(N)− 64

(N + 1)(N + 2)

]

+
1

ε

[
−16

N
S2(N) + 16

5N + 2

N2(N + 1)(N + 2)
S1(N)− 32

(N + 1)2(N + 2)

]

+
16

N
S2,1(N)− 8

N
S3(N) +

16

(N + 1)(N + 2)
S1(N)ζ2

+4
(9N + 2)(2N − 3)

N2(N + 1)(N + 2)
S2(N) + 4

2N2 − 3N + 2

N2(N + 1)(N + 2)
S2
1(N)

− 16

(N + 1)(N + 2)
ζ2 − 8

17N2 + 32N + 12

N(N + 1)2(N + 2)2
S1(N)

+16
2N3 + 12N2 + 23N + 18

(N + 1)3(N + 2)2

}
. (E.7)

AQq
g = TRCF

{
1

ε2
32

(N + 1)(N + 2)
+

1

ε

[
8

(N + 1)(N + 2)
S1(N)

−8
17N2 + 47N + 28

(N + 1)2(N + 2)2

]
− 38

(N + 1)(N + 2)
S2(N) +

2

(N + 1)(N + 2)
S2
1(N)

+
8

(N + 1)(N + 2)
ζ2 − 4

3N3 + 31N2 + 45N + 8

N(N + 1)2(N + 2)2
S1(N)

+36
4N4 + 26N3 + 55N2 + 43N + 8

(N + 1)3(N + 2)3

}
. (E.8)
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AQq
h = TR

[
CF − CA

2

]{
− 1

ε2
32

(N + 1)(N + 2)
+

1

ε

[
16

N + 3

N(N + 1)(N + 2)
S1(N)

−8
N2 + 7N + 8

(N + 1)2(N + 2)2

]
− 4

N2 − 18N + 9

N(N + 1)(N + 2)(N + 3)
S2(N)

−4
N2 − 2N + 9

N(N + 1)(N + 2)(N + 3)
S2
1(N)− 8

(N + 1)(N + 2)
ζ2

+4
3N4 +N3 − 27N2 − 85N − 84

N(N + 1)2(N + 2)2(N + 3)
S1(N)

−4
(N − 1)(14N4 + 110N3 + 337N2 + 463N + 240)

(N + 1)3(N + 2)3(N + 3)

}
. (E.9)

AQq
i = TRCA

{
1

ε2

[
16

(N + 1)(N + 2)
S1(N)− 16(N + 4)

(N + 1)(N + 2)2

]
+

1

ε

[
32

(N + 2)
S−2(N)

+
4(4N + 3)

(N + 1)(N + 2)
S2(N)− 4

(N + 1)(N + 2)
S2
1(N)

+8
N3 + 9N2 + 17N + 8

N(N + 1)2(N + 2)2
S1(N)− 8

2N3 + 8N2 + 19N + 16

(N + 1)2(N + 2)3

]
− 32

N + 2
S−2,1(N)

− 8(2N + 1)

(N + 1)(N + 2)
S2,1(N) +

16

N + 2
S−3(N) +

4(18N + 17)

3(N + 1)(N + 2)
S3(N)

+
32

N + 2
S−2(N)S1(N) +

2(8N + 7)

(N + 1)(N + 2)
S2(N)S1(N)− 2

3(N + 1)(N + 2)
S3
1(N)

+
4

(N + 1)(N + 2)
ζ2S1(N)− 16(N2 −N − 4)

(N + 1)(N + 2)2
S−2(N)

−2
4N4 +N3 − 7N2 + 7N + 8

N(N + 1)2(N + 2)2
S2(N) + 2

3N3 + 7N2 − 3N − 8

N(N + 1)2(N + 2)2
S2
1(N)

− 4(N + 4)

(N + 1)(N + 2)2
ζ2 − 4

4N5 + 36N4 + 114N3 + 174N2 + 137N + 48

N(N + 1)3(N + 2)3
S1(N)

+4
8N5 + 68N4 + 247N3 + 449N2 + 403N + 144

(N + 1)3(N + 2)4

}

+TRCF

{
1

ε

[
− 16

(N + 1)(N + 2)
S2(N) +

16

(N + 1)(N + 2)
S2
1(N)

− 64

N(N + 2)
S1(N) +

128

(N + 1)(N + 2)

]
− 32

3(N + 1)(N + 2)
S3(N)

+
8

(N + 1)(N + 2)
S2(N)S1(N) +

8

3(N + 1)(N + 2)
S3
1(N)

+
8(3N + 2)

N(N + 1)(N + 2)
S2(N)− 8(3N − 2)

N(N + 1)(N + 2)
S2
1(N)

+
16(5N2 + 9N + 6)

N(N + 1)2(N + 2)
S1(N)− 192

(N + 1)(N + 2)

}
. (E.10)
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AQq
j = TRCA

{
− 1

ε2
8(4N2 + 4N − 5)

N2(N + 1)2
+

1

ε

4(4N5 + 22N4 + 11N3 + 13N2 + 35N + 10)

N3(N + 1)3(N + 2)

−4
4N2 + 4N − 5

N2(N + 1)2
S2(N)− 2

4N2 + 4N − 5

N2(N + 1)2
ζ2 −

2P5(N)

N4(N + 1)4(N + 2)2

}
, (E.11)

P5(N) = 20N7 + 64N6 + 120N5 + 94N4 − 140N3 − 253N2 − 100N − 20 .

AQq
k = TRCA

{
1

ε2
8(3N2 − 23N − 20)

(N − 1)N(N + 1)2(N + 2)
− 1

ε

4(10N4 + 7N3 + 51N2 + 172N + 112)

(N − 1)N(N + 1)3(N + 2)2

+4
3N2 − 23N − 20

(N − 1)N(N + 1)2(N + 2)
S2(N) + 2

3N2 − 23N − 20

(N − 1)N(N + 1)2(N + 2)
ζ2

+
2P6(N)

(N − 1)N(N + 1)4(N + 2)3

}
, (E.12)

P6(N) = 14N6 + 56N5 + 153N4 + 139N3 − 414N2 − 908N − 448 .

AQq
l = TRCA

{
1

ε2

[
16

N
S1(N) + 8

2N3 + 5N2 + 4N + 2

N2(N + 1)2

]
+

1

ε

[
4

N
S2(N) +

4

N
S2
1(N)

− 16

N(N + 1)
S1(N)− 4

4N6 + 30N5 + 55N4 + 38N3 + 4N2 − 10N − 4

N3(N + 1)3(N + 2)

]

+
8

N
S2,1(N) +

4

3N
S3(N) +

2

N
S2(N)S1(N) +

2

3N
S3
1(N) +

4

N
S1(N)ζ2

−4
2N3 + 2N2 −N − 2

N2(N + 1)2
S2(N)− 4

N(N + 1)
S2
1(N) + 2

2N3 + 5N2 + 4N + 2

N2(N + 1)2
ζ2

−4
(N + 2)(2N + 1)

N2(N + 1)2
S1(N) + 2

P7(N)

N4(N + 1)4(N + 2)

}
, (E.13)

P7(N) = 8N8 + 68N7 + 164N6 + 171N5 + 78N4 + 12N3 + 14N2 + 14N + 4 .

AQq
m = TRCF

{
1

ε2
8(N2 − 2N − 2)

N2(N + 1)2
− 1

ε

4(2N5 + 11N4 + 12N3 + 2N2 + 6N + 4)

N3(N + 1)3(N + 2)

+4
N2 − 2N − 2

N2(N + 1)2
S2(N) + 2

N2 − 2N − 2

N2(N + 1)2
ζ2 +

2P8(N)

N4(N + 1)4(N + 2)

}
, (E.14)

P8(N) = 2N6 + 7N5 + 12N4 + 6N3 − 8N2 − 10N − 4 .

AQq
n = TRCA

{
1

ε2

[
8

2N2 + 3N + 2

N(N + 1)(N + 2)
S1(N)− 8

N(N + 3)

(N + 1)2(N + 2)

]

+
1

ε

[
−16

N − 1

N(N + 1)
S−2(N)− 2

10N2 + 21N + 6

N(N + 1)(N + 2)
S2(N)

+2
2N2 + 3N + 2

N(N + 1)(N + 2)
S2
1(N)− 4

N5 + 6N4 + 4N3 − 30N2 − 40N − 8

N2(N + 1)2(N + 2)2
S1(N)
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+4
2N4 + 11N3 + 15N2 + 12N + 8

(N + 1)3(N + 2)2

]
+ 16

N − 1

N(N + 1)
S−2,1(N)

+4
4N2 + 5N − 2

N(N + 1)(N + 2)
S2,1(N)− 8

N − 1

N(N + 1)
S−3(N)

−2
28N2 + 45N − 14

3N(N + 1)(N + 2)
S3(N)− 16

N − 1

N(N + 1)
S−2(N)S1(N)

− 6N2 + 5N − 18

N(N + 1)(N + 2)
S2(N)S1(N) +

2N2 + 3N + 2

3N(N + 1)(N + 2)
S3
1(N)

+2
2N2 + 3N + 2

N(N + 1)(N + 2)
ζ2S1(N) + 16

N2 −N − 4

(N + 1)2(N + 2)
S−2(N)

+
7N5 + 26N4 + 16N3 − 58N2 − 88N − 24

N2(N + 1)2(N + 2)2
S2(N)

−N
5 + 6N4 + 4N3 − 30N2 − 40N − 8

N2(N + 1)2(N + 2)2
S2
1(N)− 2

N(N + 3)

(N + 1)2(N + 2)
ζ2

+2
P9(N)

N(N + 1)3(N + 2)3
S1(N)− 2

P10(N)

(N + 1)4(N + 2)3

}
, (E.15)

P9(N) = 2N6 + 20N5 + 40N4 − 45N3 − 170N2 − 100N + 8 ,

P10(N) = 4N6 + 32N5 + 91N4 + 123N3 + 62N2 − 32N − 40 .

AQg
o = TRCA

{
1

ε2

[
− 16

N(N + 2)
S1(N)− 8

N2 + 7N + 8

(N + 1)2(N + 2)2

]

+
1

ε

[
− 4

N(N + 2)
S2(N)− 4

N(N + 2)
S2
1(N) + 4

2N2 + 9N + 12

N(N + 1)(N + 2)2
S1(N)

+4
(11N3 + 56N2 + 92N + 49)N

(N + 1)3(N + 2)3

]
− 8

N(N + 2)
S2,1(N)

− 4

3N(N + 2)
S3(N)− 2

N(N + 2)
S2(N)S1(N)− 2

3N(N + 2)
S3
1(N)

− 4

N(N + 2)
S1(N)ζ2 +

10N3 + 31N2 + 41N + 28

N(N + 1)2(N + 2)2
S2(N)

+
2N2 + 9N + 12

N(N + 1)(N + 2)2
S2
1(N)− 2

N2 + 7N + 8

(N + 1)2(N + 2)2
ζ2

+2
4N4 + 16N3 − 4N2 − 61N − 48

N(N + 1)2(N + 2)3
S1(N)− 2

P11(N)

(N + 1)4(N + 2)4

}
, (E.16)

P11(N) = 28N6 + 222N5 + 684N4 + 1038N3 + 811N2 + 321N + 64 .

AQq
p = TRCA

{
1

ε2

[
−8

(N − 4)

N(N + 1)(N + 2)
S1(N)− 8

N + 4

(N + 1)(N + 2)2

]

+
1

ε

[
2

3N + 4

N(N + 1)(N + 2)
S2(N)− 2

N − 4

N(N + 1)(N + 2)
S2
1(N)
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+4
N3 − 17N2 − 41N − 16

N(N + 1)2(N + 2)2
S1(N) + 4

4N3 + 26N2 + 51N + 32

(N + 1)2(N + 2)3

]

−4
N − 4

N(N + 1)(N + 2)
S2,1(N) +

2

3

5N + 4

N(N + 1)(N + 2)
S3(N)

−1

3

N − 4

N(N + 1)(N + 2)
S3
1(N)− N − 4

N(N + 1)(N + 2)
S1(N)S2(N)

−2
N − 4

N(N + 1)(N + 2)
S1(N)ζ2 −

7N3 + 17N2 + 13N + 16

N(N + 1)2(N + 2)2
S2(N)

+
N3 − 17N2 − 41N − 16

N(N + 1)2(N + 2)2
S2
1(N)− 2

N + 4

(N + 1)(N + 2)2
ζ2

+2
2N5 + 48N4 + 174N3 + 242N2 + 161N + 64

N(N + 1)3(N + 2)3
S1(N)

−2
10N5 + 92N4 + 329N3 + 581N2 + 507N + 176

(N + 1)3(N + 2)4

}
. (E.17)

AQq
q = 0 . (E.18)

AQq
r = 0 . (E.19)

AQq
r′ = 0 . (E.20)

AQg
s = TRCA

{
− 1

ε2
8

N2(N + 1)2
+

1

ε

4(2N3 +N2 − 3N − 1)

N3(N + 1)3
− 4

N2(N + 1)2
S2(N)

− 2

N2(N + 1)2
ζ2 −

2P12(N)

N4(N + 1)4(N + 2)

}
, (E.21)

P12(N) = 4N6 + 4N5 − 8N4 − 2N3 + 16N2 + 9N + 2 .

AQg
t = TRCA

{
1

ε2
8(N2 + 3N + 4)

(N − 1)N(N + 1)2(N + 2)
− 1

ε

4(2N4 + 5N3 − 3N2 − 20N − 16)

(N − 1)N(N + 1)3(N + 2)2

+4
N2 + 3N + 4

(N − 1)N(N + 1)2(N + 2)
S2(N) + 2

N2 + 3N + 4

(N − 1)N(N + 1)2(N + 2)
ζ2

+
2P13(N)

(N − 1)N(N + 1)4(N + 2)3

}
, (E.22)

P13(N) = 2N6 + 4N5 − 13N4 − 35N3 + 14N2 + 92N + 64 .
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The pure-singlet results are

AQq
a = TRCF

{
− 1

ε2
16(N2 +N − 2)

N2(N + 1)2
− 1

ε

8(5N3 − 5N2 − 16N − 4)

N3(N + 1)3(N + 2)

−8
N2 +N − 2

N2(N + 1)2
S2(N)− 4

N2 +N − 2

N2(N + 1)2
ζ(2) +

4P14(N)

N4(N + 1)4(N + 2)2

}
, (E.23)

P14(N) = N8 + 7N7 + 16N6 − 9N5 − 26N4 + 61N3 + 110N2 + 44N + 8 .

AQq
b = TRCF

{
− 1

ε2
128

(N − 1)N(N + 1)(N + 2)
− 1

ε

128(3 + 2N)

(N − 1)N(N + 1)2(N + 2)2

− 64

(N − 1)N(N + 1)(N + 2)
S2(N)− 32

(N − 1)N(N + 1)(N + 2)
ζ2

+
32(N4 + 6N3 +N2 − 24N − 24)

(N − 1)N(N + 1)3(N + 2)3

}
.

(E.24)

The non-singlet results are

Aqq,Q
a = TRCF

{
− 1

ε2
8(N2 − 2 +N)

3N(N + 1)
− 1

ε

8(N4 + 2N3 − 10N2 − 5N + 3)

9N2(N + 1)2

−4
11N6 + 33N5 − 34N4 − 57N3 + 5N2 + 6N − 9

27N3(N + 1)3
− 2

N2 − 2 +N

3N(N + 1)
ζ2

}
.(E.25)

Aqq,Q
b = TRCF

{
1

ε2

[
−32

3
S1(N) +

32

3

]
+

1

ε

[
16

3
S2(N)− 80

9
S1(N) +

32

9

]

−8

3
S3(N)− 8

3
ζ2S1(N) +

40

9
S2(N) +

8

3
ζ2 −

224

27
S1(N) +

176

27

}
. (E.26)

Aqq,Q
c = TRCF

{
−2

ε
− 5

6

}
.

(E.27)
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The results for the 1–particle reducible diagrams u and v at O(a2s) follows. Only in these two
cases, all prefactors are written explicitly.

AQg
u = a2sS

2
ε

{
8

3ε
TR

(
1 +

ζ2
8
ε2
) 3∑

i=1

(
m2

i

µ2

)ε/2}{
−8TR

(
m2

µ2

)ε/2(
1

ε

N2 + 3N + 2

N(N + 1)(N + 2)

− 1

(N + 1)(N + 2)
+ ε
( 1

2(N + 1)(N + 2)
+

ζ2
8N

))}
, (E.28)

AQg
v = a2sS

2
ε

{
8

3ε
TR

(
1 +

ζ2
8
ε2
) 3∑

i=1

(
m2

i

µ2

)ε/2}{
16TR

(
m2

µ2

)ε/2

×
(
1

ε
− 1

2
+ ε

(
1

4
+
ζ2
8

))
1

(N + 1)(N + 2)

}
. (E.29)

The sum of the last two diagrams then reads

AQg
u + AQg

v = a2sS
2
ε

{
8

3ε
TR

(
1 +

ζ2
8
ε2
) 3∑

i=1

(
m2

i

µ2

)ε/2}

{
TR

(
m2

µ2

)ε/2

8
N2 +N + 2

N(N + 1)(N + 2)

(
−1

ε
− ε

ζ2
8

)}

= a2sSε

{
8

3ε
TR

(
1 +

ζ2
8
ε2
) 3∑

i=1

(
m2

i

µ2

)ε/2}
Â

(1)
Qg . (E.30)

Note that for diagram u and v the sum runs over all heavy quark flavors.
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F Momentum Integrals in D dimensions

In order to perform momentum integrals in Minkowski-space, the Wick rotation is applied to
obtain the D-dimensional integral in Euclidean space for all D-momenta appearing, [28], via

p0,M → ip′0,E , (F.1)

where i is the imaginary unit and M , E label the Minkowski and Euclidean space vectors,
respectively. At the end of the calculation, this rotation has to be undone for all momenta which
were not integrated over. The following integration formulae are all given in Euclidean space and
the subscripts M,E are omitted [79]. The Feynman-parametrization to combine propagators is
given by

1

Aj1
1 ...A

jn
n

=
Γ(
∑n

i=1 ji)

Γ(j1)...Γ(jn)

∫ 1

0

...

∫ 1

0

dx1...dxn
xj1−1
1 ...xjn−1

n

(x1A1 + ...xnAn)
∑

n

i=1
ji
δ

(
n∑

i=1

xi − 1

)
. (F.2)

Symmetric integration in D dimensions is performed using the following relations, [79]:
∫
dDq qν1 ...q2νn+1f(q2) ≡ 0 , (F.3)
∫
dDq qν1qν2f(q2) =

gν1ν2
D

∫
dDq q2f(q2) , (F.4)

∫
dDq qν1qν2qν3qν4f(q2) =

gν1ν2gν3ν4 + gν1ν3gν2ν4 + gν1ν4gν2ν3
D(D + 2)

∫
dDq q4f(q2) . (F.5)

Here gν1ν2 denotes the metric tensor and f is any function of the type

f(q2) =
(q2)r

(q2 +R2)m
. (F.6)

Momentum integrals in D dimensions, [79, 109]:

∫
dDq

(2π)D
(q2)r

(q2 +R2)m
=

Γ(r +D/2)Γ(m− r −D/2)

(4π)D/2Γ(D/2)Γ(m)
(R2)r+D/2−m (F.7)

∫
dDq

(2π)D
1

(q2)m
= 0 (F.8)

Having applied (F.2) when dealing with composite operators, one often encounters integrals of
the type

IM :=

∫
dDq

(2π)D
(∆q +∆p)Mf(q2) , (F.9)

where p, ∆ are D-dimensional vectors, and ∆2 = 0, M ∈ N. One decomposes the sum and the
dot product via

(∆q +∆p)M =
M∑

j=0

(
M

j

)
(∆q)j(∆p)M−j

=
M∑

j=0

(
M

j

){ j∏

i=1

∆νiq
νi

}
(∆p)M−j , (F.10)
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which yields

IM =
M∑

j=0

(
M

j

)
(∆p)M−j

{
j∏

i=1

∆νi

}∫
dDq

(2π)D

{
M∏

i=1

qνi

}
f(q2)

= (∆p)M
∫

dDq

(2π)D
f(q2) , (F.11)

applying (F.5) and ∆2 = 0.
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G Sums

For the calculation of the following sums, the techniques described in section 7.3 have been
applied and use has been made of various results given in [70, 71, 115–117]. Parts of the results
are known in the literature, the respective results are listed for convenience. N,L,A denote
arbitrary integers and a is a complex number.

G.1 Sums involving Harmonic Sums

∞∑

i=1

S1(i)
2

i
=

5

3
ζ3 +

1

3
σ3
1 , (G.1)

∞∑

i=1

S1(i)
2

i2
=

17

10
ζ22 , (G.2)

∞∑

i=1

S1(i)
2

i+ 1
=

1

3
σ3
1 −

4

3
ζ3 , (G.3)

∞∑

i=1

S1(i)
2

i+ 2
=

1

3
σ3
1 −

4

3
ζ3 − ζ2 − 1 , (G.4)

∞∑

i=1

S1,1(i)

i+ 1
=

1

6
σ3
1 +

1

2
σ1ζ2 −

5

3
ζ3 , (G.5)

∞∑

i=1

S1,1(i)

i+ 2
=

1

6
σ3
1 +

1

2
σ1ζ2 −

5

3
ζ3 − ζ2 , (G.6)

∞∑

i=1

1

i+N
= σ1 − S1(N) , (G.7)

∞∑

i=1

S1(i)

i+N
=

1

2
σ2
1 −

1

2
ζ2 − S1,1(N − 1) , (G.8)

∞∑

i=1

S1(i+N)

i
=

1

2
σ2
1 +

1

2
ζ2 + S1,1(N) , (G.9)

∞∑

i=1

S1(i+N)

i2
= −S2,1(N) + ζ2S1(N) + 2ζ3 , (G.10)

∞∑

i=1

S1(i+N)

i3
= S3,1(N)− ζ2S2(N) + ζ3S1(N) +

1

2
ζ22 , (G.11)

∞∑

i=1

S1(N + i)

i+ L
=

1

2
σ2
1 + S1,1(N − L)−

L∑

m=1

S1(N − L+m)

m
+

1

2
ζ2 , L < N , (G.12)

∞∑

i=1

S1(i+N)

N + i
=

1

2
σ2
1 − S1,1(N) +

1

2
ζ2 , (G.13)

∞∑

i=1

S1(i+N)

N + i+ 1
=

1

2
σ2
1 − S1,1(N + 1) + S2(N + 1)− 1

2
ζ2 , (G.14)
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∞∑

i=1

S1(i+N)

N + i+ 2
=

1

2
σ2
1 − S1,1(N + 2) + S2(N + 2)− 1

2
ζ2 −

1

N + 2
, (G.15)

∞∑

i=1

S1(i)
2

i+N
=

1

3
σ3
1 − 2S1,1,1(N − 1) + S2,1(N − 1)− ζ2S1(N − 1)

−4

3
ζ3 , (G.16)

∞∑

i=1

S1,1(i+N)

i
=

1

6
σ3
1 +

1

2
σ1ζ2 + 2S1,1,1(N) +

1

3
ζ3 , (G.17)

∞∑

i=1

S1,1(i+N)

i2
= −2S2,1,1(N)− S1,2,1(N) + ζ2S1,1(N) + 2ζ3S1(N) +

6

5
ζ22 , (G.18)

∞∑

i=1

S1,1(i+N)

i+ 1
=

1

6
σ3
1 +

1

2
σ1ζ2 + 2S1,1,1(N − 1) +

1

3
ζ3 − S1,1(N) , (G.19)

∞∑

i=1

S1,1(i+N)

i+ 2
=

1

6
σ3
1 +

1

2
σ1ζ2 + 2S1,1,1(N − 2) +

1

3
ζ3 − S1,1(N − 1)

−S1,1(N)

2
, (G.20)

∞∑

i=1

S2(i)

i+N
= σ1ζ2 − S1(N − 1)ζ2 + S2,1(N − 1)− 2ζ3 , (G.21)

∞∑

i=1

S2(i+N)

i
= σ1ζ2 + S3(N) + S1(N)S2(N)− ζ2S1(N)− ζ3 , (G.22)

∞∑

i=1

S2(i+N)

i2
= −S2,2(N)− 2S3,1(N) + 2ζ2S2(N) +

7

10
ζ22 , (G.23)

∞∑

i=1

S1(i+N)S1(i)

i
=

1

3
σ3
1 − S2,1(N) + S1,1,1(N) + ζ2S1(N) +

5

3
ζ3 , (G.24)

∞∑

i=1

S1(i+N)S1(i)

i2
= −S2,1,1(N) + S3,1(N)− ζ2S2(N) + 2ζ3S1(N) +

17

5
ζ22 , (G.25)

∞∑

i=1

S1(i+N)S1(i)

i+ 1
=

1

3
σ3
1 + S1,1,1(N − 1)− 1

3
ζ3 , (G.26)

∞∑

i=1

S1(i+N)S1(i)

i+ 2
=

1

3
σ3
1 + S1,1,1(N − 2)− S1(N − 1)− S1(N − 1)

N − 1
− 1

3
ζ3 , (G.27)

∞∑

i=1

S1(i+N)S1(i)

i(i+N)
= −S2,1(N)

N
+ 3

S1,1,1(N)

N
− 2

S1,1(N)

N2
+ ζ2

S1(N)

N
+ 2

ζ3
N

, (G.28)

N∑

i=1

i =
(N + 1)N

2
, (G.29)

N∑

i=1

S1(i) = S1(N)(N + 1)−N , (G.30)
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N∑

i=1

iS1(i) = S1(N)
(N + 1)N

2
+
N(1−N)

4
, (G.31)

N∑

i=1

S2(i) = S2(N)(N + 1)− S1(N) , (G.32)

N∑

i=1

iS2(i) = S2(N)
(N + 1)N

2
+
S1(N)−N

2
, (G.33)

N∑

i=1

S1(i)

N + 1− i
= 2S1,1(N + 1)− 2S2(N + 1) , (G.34)

N∑

i=1

S2(i)

N + 1− i
= 2S2,1(N + 1) + S1,2(N + 1)− 3S3(N + 1) , (G.35)

N∑

i=1

S3(i)

N + 1− i
= 2S3,1(N + 1) + S2,2(N + 1) + S1,3(N + 1)

−4S4(N + 1) , (G.36)
N∑

i=1

S1,2(i)

N + 1− i
= 2S1,1,2(N + 1) + 2S1,2,1(N + 1)− 3S1,3(N + 1)

−S2,2(N + 1) , (G.37)
∞∑

i=1

i
[
S1(i)− S1(i+N)

]
= −Nσ0 + σ1

N(N + 1)

2
− S1(N)

N(N + 1)

2

−N(1−N)

4
, (G.38)

∞∑

i=1

[
S1(i)− S1(i+N)

]2
= −2S1,1(N) + (N + 1)S2(N)− S1(N) +Nζ2 , (G.39)

∞∑

i=1

i
[
S1(i)− S1(i+N)

]2
= σ1N

2 +
3

2
N2 + S1(N)(

1

2
−N2)

−N(N + 1)

2

[
S2(N) + ζ2

]
, (G.40)

∞∑

i=1

[
S2(i)− S2(i+N)

]
= (N + 1)S2(N)−Nζ2 − S1(N) , (G.41)

∞∑

i=1

[
S1(i)− S1(i+N)

]
= −Nσ1 + (N + 1)S1(N)−N , (G.42)

∞∑

i=1

i
[
S2(i)− S2(i+N)

]
= −Nσ1 −

(N + 1)N

2
S2(N) +N(N + 1)

ζ2
2

+S1(N)(N +
1

2
)− N

2
, (G.43)

∞∑

k=1

∞∑

i=1

S1(k + i+N)

(k + i)(N + k)k
=

1

2
σ2
1

S1(N)

N
+ 2

S1,1(N)

N2
− 1

2
ζ2
S1(N)

N
− 2ζ3

N
. (G.44)
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G.2 Sums involving Beta-Functions

∞∑

i=1

B(N, i)

i
= ζ2 − S2(N − 1) , (G.45)

∞∑

i=1

B(N, i)

i+ 1
= 1 +

[
S2(N − 1)− ζ2

]
(N − 1) , (G.46)

∞∑

i=1

B(N, i)

i+ 2
=

5− 2N

4
+
[
ζ2 − S2(N − 1)

](N − 1)(N − 2)

2
, (G.47)

∞∑

i=1

B(N, i)

i+ 3
=

6N2 − 33N + 49

36

+
[
S2(N − 1)− ζ2

](N − 1)(N − 2)(N − 3)

6
, (G.48)

∞∑

i=1

B(N, i)

i2
= ζ3 − ζ2S1(N − 1) + S1,2(N − 1) , (G.49)

∞∑

i=1

B(N, i)

i3
=

2

5
ζ22 + ζ2S1,1(N − 1)− S1,1,2(N − 1)− ζ3S1(N − 1) , (G.50)

∞∑

i=1

B(N, i)

N + i
=

1

N2
, (G.51)

∞∑

i=1

B(N, i)

1 +N + i
=

N2 +N + 1

N2(N + 1)2
, (G.52)

∞∑

i=1

B(N, i)

2 +N + i
=

N4 + 4N3 + 7N2 + 6N + 4

N2(N + 1)2(N + 2)2
, (G.53)

∞∑

i=1

B(N, i)

3 +N + i
=

N6 + 9N5 + 34N4 + 69N3 + 85N2 + 66N + 36

N2(N + 1)2(N + 2)2(N + 3)2
, (G.54)

∞∑

i=1

B(N, i)

4 +N + i
=

P (N)

N2(N + 1)2(N + 2)2(N + 3)2(N + 4)2
,

P (N) = N8 + 16N7 + 110N6 + 424N5 + 1013N4 + 1576N3

+1660N2 + 1200N + 576 , (G.55)

∞∑

i=1

B(N, i)

(N + i+ 1)2
=

(−1)N

N(N + 1)

[
2S−2(N) + ζ2

]
+

N − 1

N(N + 1)3
, (G.56)

∞∑

i=1

B(N, i)

(2 +N + i)2
= 2(−1)N

2S−2(N + 2) + ζ2
N(N + 1)(N + 2)

+
N2 +N + 1

N(N + 1)2(N + 2)2
, (G.57)
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∞∑

i=1

B(N, i)

(N + i+ 1)3
=

(−1)N

N(N + 1)

[
ζ3 + S1(N + 1)ζ2 − ζ2 + 2S1,−2(N + 1)

−2S−2(N + 1) + S−3(N + 1)
]
, (G.58)

∞∑

i=1

B(N + 1, i)

N + i
= (−1)N

[
2S−2(N) + ζ2

]
, (G.59)

∞∑

i=1

B(N + 2, i)

N + i
= (N + 1)(−1)N

[
2S−2(N) + ζ2

]
− 1

N + 1
, (G.60)

∞∑

i=1

B(N + 1, i)

(N + i)2
= (−1)N

[
ζ3 + S1(N)ζ2 + 2S1,−2(N) + S−3(N)

]
. (G.61)

G.3 Sums involving Beta-Functions and Harmonic Sums

∞∑

i=1

B(N, i)S1(i) = ζ2 − S2(N − 2) , (G.62)

∞∑

i=1

B(N, i)S1(i)

i
= 2ζ3 + S1(N − 1)S2(N − 1)− ζ2S1(N − 1)

−S2,1(N − 1) , (G.63)

∞∑

i=1

B(N, i)S1(i)

i2
=

1

2
ζ22 + ζ2S1,1(N − 1)− 2ζ3S1(N − 1)

−S1,1,2(N − 1) + S1,3(N − 1) , (G.64)

∞∑

i=1

B(N, i)S1(i)

N + i
=

ζ2 − S2(N − 1)

N
, (G.65)

∞∑

i=1

B(N, i)S1(i)

N + i+ 1
=

ζ2 − S2(N − 1)

N + 1
+

1

N3(N + 1)
, (G.66)

∞∑

i=1

B(N, i)S1(i)

N + i+ 2
=

ζ2 − S2(N + 1)

N + 2
+

2N3 + 2N2 + 3N + 1

N3(N + 1)3
, (G.67)

∞∑

i=1

B(N + 1, i)S1(i)

N + i
=

ζ2 − S2(N)

N
+ (−1)N

[
ζ3 + S−3(N)− 2

S−2(N)

N

+2S1,−2(N)− ζ2
N

+ ζ2S1(N)
]
, (G.68)

∞∑

i=1

B(N, i)S1(N + i) =
S1(N − 1)

N − 1
+

2N2 − 2N + 1

N2(N − 1)2
, (G.69)
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∞∑

i=1

B(N, i)S1(N + i)

i
= 2ζ3 − 2S3(N) + S1(N)

[
ζ2 − S2(N)

]
+
S1(N)

N2

+
1

N3
, (G.70)

∞∑

i=1

B(N, i)S1(N + i− 1)

i
= 2ζ3 − 2S3(N − 1) + S1(N − 1)

[
ζ2 − S2(N − 1)

]
, (G.71)

∞∑

i=1

B(N, i)S1(N + i)

N + i
=

S1(N − 1)

N2
+

2

N3
, (G.72)

∞∑

i=1

B(N, i)S1(N + i)

N + 1 + i
=

N2 +N + 1

N2(N + 1)2
S1(N)− (−1)N

N(N + 1)

[
2S−2(N) + ζ2

]

+
1

N3
, (G.73)

∞∑

i=1

B(N, i)S1(N + i− 1)

N + 1 + i
=

N2 +N + 1

N2(N + 1)2
S1(N)− (−1)N

N(N + 1)

[
2S−2(N) + ζ2

]

+
2N + 1

N3(N + 1)2
, (G.74)

∞∑

i=1

B(N, i)S1(N + i)

N + 2 + i
=

N3 + 2N2 + 5N + 2

N3(N + 1)2(2 +N)

+
N4 + 4N3 + 7N2 + 6N + 4

N2(N + 1)2(N + 2)2
S1(N)

− 2(−1)N

N(N + 1)(N + 2)

[
2S−2(N) + ζ2

]
, (G.75)

∞∑

i=1

B(N, i)S1(N + i− 1)

(N + 1 + i)2
=

(−1)N

N(N + 1)

[
2S−2,1(N + 1)− 2S1,−2(N + 1)

+4S−2(N + 1) + 2ζ2 + ζ3 − ζ2S1(N + 1)
]

+
S1(N + 1)

N(N + 1)2
+

1

N(N + 1)3
, (G.76)

∞∑

i=1

B(N + 1, i)S1(N + i)

N + i
= (−1)N

[
2S−2,1(N) + S−3(N) + 2ζ3

]
, (G.77)

∞∑

i=1

B(N, i)S1(N + i)

i2
=

1

2
ζ22 + ζ3

[ 2
N

− S1(N)
]
+ ζ2

[S1(N)

N
− 2S1,1(N)

]

+S2,2(N) + 2S1,3(N) + S1(N)S1,2(N)− 2
S3(N)

N

−S1(N)S2(N)

N
, (G.78)
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∞∑

i=1

B(N, i)S1(N + i− 1)

i2
=

1

2
ζ22 − ζ3S1(N − 1)− 2ζ2S1,1(N − 1) + S2,2(N − 1)

+2S1,3(N − 1) + S1(N − 1)S1,2(N − 1) , (G.79)

∞∑

i=1

B(N, i)S1(i)
2 = 3ζ3 − ζ2S1(N − 2) + S1,2(N − 2)− 2S3(N − 2) , (G.80)

∞∑

i=1

B(N, i)S2(i) = −S1(N − 2)ζ2 + ζ3 + S1,2(N − 2) , (G.81)

∞∑

i=1

B(N, i)S2
1(i)

i
= +

17

10
ζ22 − 3ζ3S1(N − 1) +

1

2
ζ2

[
S2
1(N − 1)

−S2(N − 1)
]
− S1,1,2(N − 1) + S2,2(N − 1)

+2S1(N − 1)S3(N − 1)− 2S3,1(N − 1) , (G.82)

∞∑

i=1

B(N, i)S2(i)

i
= S2,2(N − 1)− S1,1,2(N − 1) + ζ2S1,1(N − 1)

−ζ2S2(N − 1)− ζ3S1(N − 1) +
7

10
ζ22 , (G.83)

∞∑

i=1

B(N, i)S2(i)

N + i
=

−S1(N − 1)ζ2 + ζ3 + S1,2(N − 1)

N
, (G.84)

∞∑

i=1

B(N, i)S2(i)

1 +N + i
=

−S1(N)ζ2 + ζ3 + S1,2(N)

N + 1
− S2(N)− ζ2

N2
, (G.85)

∞∑

i=1

B(N, i)S1,1(N + i) =
S1,1(N − 1)

N − 1
+
S1(N − 1)

(N − 1)2
+

1

(N − 1)3

+
S1(N − 1)

N2
+

2

N3
, (G.86)

∞∑

i=1

B(N, i)S1,1(N + i− 1) =
S1,1(N − 1)

N − 1
+
S1(N − 1)

(N − 1)2
+

1

(N − 1)3
, (G.87)

∞∑

i=1

B(N, i)S1,1(N + i)

i
= S1,1(N)

[
ζ2 − S2(N)

]
+

6

5
ζ22 − 3S4(N)

+2S1(N)
[
ζ3 − S3(N)

]
+
S1(N)

N3
+
S1,1(N)

N2
+

1

N4
,(G.88)

∞∑

i=1

B(N, i)S1,1(N + i− 1)

i
= S1,1(N − 1)

[
ζ2 − S2(N − 1)

]
+

6

5
ζ22 − 3S4(N − 1)

+2S1(N − 1)
[
ζ3 − S3(N − 1)

]
, (G.89)
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∞∑

i=1

B(N, i)S1,1(N + i)

N + i
=

1

N

[
S1,1(N)

N
+
S1(N)

N2
+

1

N3

]
, (G.90)

∞∑

i=1

B(N, i)S1,1(N + i)

N + i+ 1
=

S1(N)

N3
+
S1,1(N)(N2 +N + 1)

N2(N + 1)2
+

1

N4

− (−1)N

N(N + 1)

[
2ζ3 + S−3(N) + 2S−2,1(N)

]
, (G.91)

∞∑

i=1

B(N, i)S1,1(N + i− 1)

N + i+ 1
=

S1(N − 1)

N2(N + 1)
+
S1,1(N − 1)(N2 +N + 1)

N2(N + 1)2

− (−1)N

N(N + 1)

[
ζ2 + 2ζ3 + 2S−2(N − 1)

+S−3(N − 1) + 2S−2,1(N − 1)
]
, (G.92)

∞∑

i=1

B(N, i)S1(i)S1(N + i) = S1(N − 1)
[
ζ2 − S2(N − 1)

]
+ 2
[
ζ3 − S3(N − 1)

]

+
ζ2
N

− S2(N − 1)

N
+
S1(N − 1)

(N − 1)2
+

2

(N − 1)3
, (G.93)

∞∑

i=1

B(N, i)S1(i)S1(N + i)

i
=

17

10
ζ22 + 2

ζ3
N

− ζ2

[ 1

N2
+
S1(N − 1)

N
+ 2S1,1(N − 1)

]

+
S2(N − 1)

N2
− S3(N − 1)

N
+
S1,2(N − 1)

N

+S1(N − 1)
(
S3(N − 1) + S1,2(N − 1)

)

+S2(N − 1)2 − S2,2(N − 1)− 2S3,1(N − 1) , (G.94)

∞∑

i=1

B(N, i)S1(i)S1(N + i)

N + i
=

1

N

{
S1(N)

[
ζ2 − S2(N)

]
+ 2
[
ζ3 − S3(N)

]

+
S1(N)

N2
+

2

N3

}
, (G.95)

∞∑

i=1

B(N, i)S1(i)S1(N + i)

1 +N + i
=

(−1)N+1

N(N + 1)

[
ζ3 + ζ2S1(N) + S−3(N) + 2S1,−2(N)

]

+
ζ2S1(N)

N + 1
+ S1(N)

[
1

N3
− S2(N)

N + 1

]
+

2ζ3
N + 1

−2S3(N)

N + 1
+

2

N4
, (G.96)

∞∑

k=1

∞∑

i=1

(N)k
(1)k

B(k + i, N)

k

S1(i)

i
=

17

10
ζ22 − 2ζ3S1(N − 1) + S2,2(N − 1)

+S1(N − 1)S2,1(N − 1)− 2S2,1,1(N − 1) . (G.97)
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G.4 Sums involving Beta-Functions and Harmonic Sums with two
Free Indexes

∞∑

i=1

B(N − a, i+ a) = B(1 + a,N − 1− a) , (G.98)

∞∑

i=1

B(N, i+ k)

i
= − d

dN
B(k,N)

= B(k,N)
[
S1(k +N − 1)− S1(N − 1)

]
, (G.99)

∞∑

i=1

B(N, i+ k)

i
S1(i+N + k − 1) = B(k,N)

[
2S1,1(k +N − 1)− S2(N − 1)

−S1(N + k − 1)S1(N − 1)
]
, (G.100)

∞∑

i=1

B(N, i+ k)

i
S1(i+ k − 1) = B(k,N)

[
S1(k +N − 1)S1(k − 1)− S2(N − 1)

−S1(k − 1)S1(N − 1) + ζ2

]
. (G.101)

G.5 Sums involving Binomials

N−1∑

k=0

(
N − 1

k

)
(−1)k

1

k + A
= B(N,A) , (G.102)

N−1∑

k=0

(
N − 1

k

)
(−1)k

1

(k + A)2
= B(N,A)

[
S1(N + A− 1)− S1(A− 1)

]
, (G.103)

N−1∑

k=0

(
N − 1

k

)
(−1)k

1

(k + A)3
=

B(N,A)

2

[{
S1(N + A− 1)− S1(A− 1)

}2

−S2(A− 1) + S2(N + A− 1)

]
, (G.104)

N−1∑

k=1

(
N − 1

k

)
(−1)k

1

k
= lim

ε→0

{
B(N, ε)− 1

ε

}
= −S1(N − 1) , (G.105)

N−1∑

k=1

(
N − 1

k

)
(−1)k

1

k2
= −S1,1(N − 1) , (G.106)

N−1∑

k=1

(
N − 1

k

)
(−1)k

1

k3
= −S1,1,1(N − 1) , (G.107)

N−1∑

k=1

(
N − 1

k

)
(−1)k

1

(k + 1)2
=

S1(N)

N
− 1 , (G.108)
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N−1∑

k=1

(
N − 1

k

)
(−1)k

1

(k + 2)2
=

S1(N)

N(N + 1)
− 1

(N + 1)2
− 1

4
, (G.109)

N−1∑

k=1

(
N − 1

k

)
(−1)k

1

(k + 3)2
=

2S1(N)

N(N + 1)(N + 2)
− 5 + 3N

(N + 1)2(N + 2)2
− 1

9
, (G.110)

N−1∑

k=1

(
N − 1

k

)
(−1)k

1

(k + 1)3
=

S1,1(N)

N
− 1 , (G.111)

N−1∑

k=1

(
N − 1

k

)
(−1)k

1

(k + 2)3
=

S1,1(N)

N(N + 1)
− S1(N)

(N + 1)2
− 1

(N + 1)3
− 1

8
, (G.112)

N−1∑

k=1

(
N − 1

k

)
(−1)k

1

(k + 3)3
=

2S1,1(N)

N(N + 1)(N + 2)
− (5 + 3N)S1(N)

(N + 1)2(N + 2)2

+
N3 − 8N − 9

(N + 1)3(N + 2)3
− 1

27
, (G.113)

N−1∑

k=1

(
N − 1

k

)
(−1)k

1

(k + 1)4
=

S1,1,1(N)

N
− 1 ,

N−1∑

k=1

(
N − 1

k

)
(−1)k

1

(k + 2)4
=

S1,1,1(N)

N(N + 1)
− S1,1(N)

(N + 1)2
− S1(N)

(N + 1)3
− 1

(N + 1)4

− 1

16
, (G.114)

N−1∑

k=1

(
N − 1

k

)
(−1)k

1

(k + 3)4
=

2S1,1,1(N)

N(N + 1)(N + 2)
− (5 + 3N)S1,1(N)

(N + 1)2(N + 2)2

+
(N3 − 8N − 9)S1(N)

(N + 1)3(N + 2)3

+
−17− 21N − 2N2 + 6N3 + 2N4

(N + 1)4(N + 2)4
− 1

81
. (G.115)

G.6 Sums involving Binomials and Harmonic Sums

Keep in mind that SA(0) := 0. Therefore the sums below may begin at k = 0.

N−1∑

k=0

(
N − 1

k

)
(−1)k

S1(k + A)

k + A
= B(N,A)

[
S1(N + A− 1)− S1(N − 1)

]
, (G.116)

N−1∑

k=0

(
N − 1

k

)
(−1)k

S1(k)

k
= lim

ε→0

{
B(N, ε)

[
S1(N + ε− 1)− S1(N − 1)

]}

= ζ2 − S2(N − 1) , (G.117)
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N−1∑

k=1

(
N − 1

k

)
(−1)k

S1(k)

k2
= −S1,2(N − 1) , (G.118)

N−1∑

k=0

(
N − 1

k

)
(−1)k

S1(k + 1)

(k + 1)2
=

S2(N)

N
, (G.119)

N−1∑

k=0

(
N − 1

k

)
(−1)k

S1(k + 2)

(k + 2)2
=

S2(N)

N(N + 1)
− 1

(N + 1)3
, (G.120)

N−1∑

k=0

(
N − 1

k

)
(−1)k

S2
1(k + 1)

k + 1
= −S1(N)

N2
+

2

N3
, (G.121)

N−1∑

k=0

(
N − 1

k

)
(−1)k

S2
1(k + 2)

k + 2
= − 2N + 1

N2(N + 1)2
S1(N) +

N3 + 6N2 + 6N + 2

N3(N + 1)3
, (G.122)

N−1∑

k=1

(
N − 1

k

)
(−1)k

S2(k)

k
= −S2,1(N − 1) , (G.123)

N−1∑

k=1

(
N − 1

k

)
(−1)k

S2(k)

k + 1
= −S1,1(N)

N
+
S1(N)

N2
, (G.124)

N−1∑

k=1

(
N − 1

k

)
(−1)k

S2(k)

2 + k
= − S1,1(N)

N(N + 1)
+

1−N

N2
S1(N) +

1

N + 1
, (G.125)

N−1∑

k=1

(
N − 1

k

)
(−1)k

S2(k)

3 + k
= − 2S1,1(N)

N(N + 1)(N + 2)
− N2 + 4N − 4

2(N + 2)N2
S1(N)

+
N + 11

4(N + 1)(N + 2)
, (G.126)

N−1∑

k=1

(
N − 1

k

)
(−1)k

S2(k)

(1 + k)2
=

S2,1(N)

N
− S1,1,1(N)

N
, (G.127)

N−1∑

k=1

(
N − 1

k

)
(−1)k

S2(k)

(2 + k)2
=

S2,1(N)

N(N + 1)
− S1,1,1(N)

N(N + 1)
+

S1,1(N)

(N + 1)2
− N + 2

N(N + 1)
S1(N)

+
2N + 3

(N + 1)2
, (G.128)

N−1∑

k=1

(
N − 1

k

)
(−1)k

S2(k)

(3 + k)2
=

2S2,1(N)

N(N + 1)(N + 2)
− 2S1,1,1(N)

N(N + 1)(N + 2)

+
(3N + 5)S1,1(N)

(N + 1)2(N + 2)2
− 40 + 38N + 9N2 +N3

4N(N + 1)(N + 2)2
S1(N)

+
59 + 66N + 18N2 +N3

4(N + 1)2(N + 2)2
, (G.129)
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N−1∑

k=0

(
N − 1

k

)
(−1)k

S1,1(k + A)

k + A
=

B(N,A)

2

[{
S1(N + A− 1)− S1(N − 1)

}2

+S2(N − 1 + A)− S2(N − 1)
]
, (G.130)

N−1∑

k=0

(
N − 1

k

)
(−1)k

S1,1(k)

k
= ζ3 − S3(N − 1) , (G.131)

N−1∑

k=1

(
N − 1

k

)
(−1)k

S3(k)

k
= −S2,1,1(N − 1) , (G.132)

N−1∑

k=1

(
N − 1

k

)
(−1)k

S3(k)

k + 1
= −S1,1,1(N − 1)

N
, (G.133)

N−1∑

k=1

(
N − 1

k

)
(−1)k

S3(k)

2 + k
= − S1,1,1(N)

N(N + 1)
+

1−N

N2
S1,1(N) +

S1(N)

N

− 1

N + 1
, (G.134)

N−1∑

k=1

(
N − 1

k

)
(−1)k

S3(k)

3 + k
= − 2S1,1,1(N)

N(N + 1)(N + 2)
− N2 + 4N − 4

2(N + 2)N2
S1,1(N)

+
S1(N)(N + 10)

4N(N + 2)
− N + 19

8(N + 1)(N + 2)
, (G.135)

N−1∑

k=0

(
N − 1

k

)
(−1)k

S1,1,1(k + A)

k + A
= −1

6

d3

dN3
B(N,A) , (G.136)

N−1∑

k=0

(
N − 1

k

)
(−1)k

S1,1,1(k)

k
=

2

5
ζ22 − S4(N − 1) , (G.137)

N−1∑

k=0

(
N − 1

k

)
(−1)k

S2,1(k)

k
=

7

10
ζ22 − S2,2(N − 1) , (G.138)

N−1∑

k=0

(
N − 1

k

)
(−1)k

{
−ζ3
k

+ 2
ζ2
k2

− 2
S1(k)

k3
− S1,1(k)

k2

}

= − 7

10
ζ22 + ζ3S1(N − 1)− 2ζ2S1,1(N − 1) + S1,3(N − 1) + 2S1,1,2(N − 1) . (G.139)
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G.7 Sums involving Binomials with Two Free Indexes

L+1∑

k=0

(
L+ 1

k

)
(−1)k

N − L+ k
= B(N − L,L+ 2) , (G.140)

L+1∑

k=0

(
L+ 1

k

)
(−1)k

(N − L+ k)2
= B(N − L,L+ 2)

[
S1(N + L)

−S1(N − L− 1)
]
, (G.141)

L+1∑

k=0

(
L+ 1

k

)
(−1)k

S1(N − L+ k)

N − L+ k
= B(N − L,L+ 2)

[
S1(N + 1)− S1(L+ 1)

]
, (G.142)

L+1∑

k=0

(
L+ 1

k

)
(−1)k

S1(N − L+ k)

1 +N − L+ k
= B(N − L+ 1, L+ 2)

[
S1(N − L)− S1(L+ 1)

]

= − d

dL
B(N − L+ 1, L+ 2) , (G.143)

G.8 Other Sums

∞∑

k=1

B(k + ε/2, N + 1)

N + k
= (−1)N

[
2S−2(N) + ζ2

]

+
ε

2
(−1)N

[
−ζ3 + ζ2S1(N) + 2S1,−2(N)− 2S−2,1(N)

]

+
ε2

4
(−1)N

[2
5
ζ22 − ζ3S1(N) + ζ2S1,1(N) + 2

{
S1,1,−2(N)

+S−2,1,1(N)− S1,−2,1(N)
}]

+O(ε3) , (G.144)

G.9 Some Techniques

Consider the sum

T1(N,L) :=
∞∑

i=1

B(N + L+ 1, i)A(i+N) , (G.145)

where A is some function of i+N , possibly as well of L. L is a fixed integer. If the result for

T2(N,L) :=
∞∑

i=1

B(N + L, i)A(i+N) (G.146)

is known, a difference equation may be formed. Define

F (j) :=
∞∑

i=1

B(j + L+ 1, i)A(i+ j) . (G.147)
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Then

F (j + 1) + F (j)

=
∞∑

i=1

∫ 1

0

dx(1− x)j+1+Lxi−1A(i+ 1 + j) +
∞∑

i=1

∫ 1

0

dx(1− x)j+Lxi−1A(i+ j)

=
∞∑

i=2

∫ 1

0

dx(1− x)j+1+Lxi−2A(i+ j) +
∞∑

i=2

∫ 1

0

dx(1− x)j+Lxi−1A(j + i)

+

∫ 1

0

dx(1− x)j+LA(j + 1)

=
∞∑

i=2

∫ 1

0

dx(1− x)j+LA(i+ j)

[
xi−2 − xi−1 + xi−1

]
+

A(j + 1)

j + L+ 1

=
∞∑

i=2

∫ 1

0

dx(1− x)j+LA(i+ j)xi−2 +
A(j + 1)

j + L+ 1

=
∞∑

i=2

B(j + L+ 1, i− 1)A(i+ j) +
A(j + 1)

j + L+ 1

=
∞∑

i=1

B(j + L+ 1, i)A(i+ 1 + j) +
A(j + 1)

j + L+ 1
.

Referring to

F (0) :=
∞∑

i=1

B(L+ 1, i)A(i) , (G.148)

the final result can be obtained by summing over j

T1(N,L) =
N∑

j=1

(−1)N−j

[
F (j) + F (j − 1)

]
+ (−1)NF (0)

=
N∑

j=1

(−1)N−j

[
∞∑

i=1

B(j + L, i)A(i+ j) +
A(j)

j + L

]
+ (−1)NF (0)

=
N∑

j=1

(−1)N−j

[
T2(j, L) +

A(j)

j + L

]
+ (−1)NF (0).

For L = 0, this relation takes the form:

T1(N, 0) =
∞∑

i=1

B(N + 1, i)A(i+N) =
N∑

j=1

(−1)N−j

[
T2(j, 0) +

A(j)

j

]
+ (−1)NF (0)

=
N∑

j=1

(−1)N−j

[
∞∑

i=1

B(j, i)A(i+ j) +
A(j)

j

]
+ (−1)NF (0),

where

F (0) =
∞∑

i=1

B(1, i)A(i).
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H The Γ-Function and Related Functions

In the following we summarize relations for the Euler Γ-function and related quantities, cf. [131].
The Γ-function is analytic in the whole complex plane except at simple poles at the non-positive
integer arguments. Its inverse is given by Euler’s infinite product

1

Γ(z)
= z exp(γEz)

∞∏

i=1

[(
1 +

z

i

)
exp(−z/i)

]
. (H.1)

The residues of the Γ-function at its poles are given by

Res[Γ(z)]z=−N =
(−1)N

N !
, N ∈ N ∪ 0 . (H.2)

In case of Re(z) > 0, it can be expressed by Euler’s integral

Γ(z) =

∫ ∞

0

exp(−t)tz−1dt , (H.3)

from which one can infer the well known functional equation of the Γ-function

Γ(z + 1) = zΓ(z) . (H.4)

Around z = 1, the series expansion is obtained from

Γ(1− ε) = exp(εγE) exp

{
∞∑

i=2

ζi
εi

i

}
, (H.5)

|ε| < 1 . (H.6)

Here and in (H.1), γE denotes the Euler-Mascheroni constant, see Eq. (121). It is related to the
spherical factor Sε, section 4.1, as

S2
ε =

exp(γE)

(4π)ε
. (H.7)

In (H.5) Riemann’s ζ-values are given by

ζk =
∞∑

i=1

1

ik
, 2 ≤ k ∈ N . (H.8)

Functions closely related to the Γ-function are the function ψ(z), the Beta-function B(A,C) and
the function β(z).
The Beta-function is defined as a fraction of Γ-functions as

B(A,C) =
Γ(A)Γ(C)

Γ(A+ C)
. (H.9)

If Re(A),Re(C) > 0, the following integral representation is valid

B(A,C) =

∫ 1

0

dxxA−1(1− x)C−1 . (H.10)
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For arbitrary values of A, C, (H.10) can be continued analytically by using (H.9, H.1) and
expanded around pole terms via (H.2, H.5). Further the Beta-function is related to multiple
harmonic sums via, [71],

NB(N, 1− ε) = 1 +
∞∑

l=1

εlS1, . . . ,1︸ ︷︷ ︸
l

(N) , |ε| < 1 . (H.11)

The ψ-function is defined as the logarithmic derivative of the Γ-function

ψ(x) =
1

Γ(x)

d

dx
Γ(x) . (H.12)

ψ(x) and its derivatives can be expressed via single harmonic sums with positive index, cf.
(237, 238). The small β-function is given by

β(x) =
1

2

[
ψ

(
x+ 1

2

)
− ψ

(x
2

)]
. (H.13)

β(x) and its derivatives are related to single harmonic sums with negative index, cf. (239,240).
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I Generalized Hypergeometric Series

The generalized hypergeometric function PFQ is defined by, cf. [69],

PFQ

[
(a1)...(aP )

(b1)...(bQ)
; z

]
=

∞∑

i=0

(a1)i...(aF )i
(b1)i...(bQ)i

zi

Γ(i+ 1)
. (I.1)

Here (c)n is Pochhammer’s symbol

(c)n =
Γ(c+ n)

Γ(c)
. (I.2)

In (I.1) there are P numerator parameters a1...aP , Q denominator parameters b1...bQ and one
variable z, all of which may be real or complex. Additionally, the denominator parameters must
not be negative integers, since in that case (I.1) is not defined. The generalized hypergeometric
series PFQ are evaluated at a certain value of z, which in this thesis is always z = 1.
Gauss was the first to study this kind of functions, introducing the Gauss function 2F1. He
proved the theorem, cf. [69],

2F1[a, b; c; 1] =
Γ(c)Γ(c− a− b)

Γ(c− a)Γ(c− b)
, Re(e− a− b) > 0 (I.3)

which is called Gauss’ theorem. An integral representation for the Gauss function is given by
the integral, cf. [69],

2F1

[
a, b+ 1

c+ b+ 2
; z

]
=

Γ(c+ b+ 2)

Γ(c+ 1)Γ(b+ 1)

∫ 1

0

dxxb(1− x)c(1− zx)−a , (I.4)

provided that the conditions

|z| < 1 , Re(c+ 1), Re(b+ 1) > 0 , (I.5)

are obeyed. All parameter integrals emerging in this calculation may be cast into the form (I.4).
Subsequent parameter integrations yield the final result in form of a generalized hypergeometric
series, except for some integrals stemming from diagrams f, n and i. The series can then be
expanded in the dimensional regularization parameter ε, provided that the series is convergent
if one sets ε = 0. If this is not the case, one has to find a way to calculate the hypergeometric
series explicitly to extract the ε dependence. Let us consider e.g.

2F1

[
1, 1

2 + ε
; 1

]
=

Γ(2 + ε)Γ(ε)

Γ(1 + ε)2
=

1

ε
+ 1 , (I.6)

where Gauss’s theorem has been used. Therefore this series is divergent as ε→ 0, which can be
seen by

2F1

[
1, 1

2
; 1

]
=

∞∑

i=0

1

i+ 1
= σ1 = ∞ . (I.7)

However, this case only occurred in the simple case of a Gauss series as described above, of which
a closed expression is known.
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Expanding a hypergeometric series in ε amounts to expanding the Pochhammer symbol. In
doing so, one has to keep in mind that

(ε)0 ≡ 1 . (I.8)

Thus one cannot expand terms of the form (ε)i as

(ε)i = Γ(i)ε+O(ε2) , (I.9)

if the summation parameter i runs from 0 . . .∞. Hence all terms of the infinite sums in which
the argument of a Pochhammer symbol plus the value of the summation parameter are equal to
a negative integer or 0 as ε→ 0, can only be expanded after assuming a specific value for i. One
has to separate the respective sums into two different terms, one which has to be summed from
a . . .∞ and one from 0 . . . a, where a is an integer of fixed value, typically a = 0, 1, 2.

A shorthand notation for products of Γ-functions is

Γ

[
a1, ..., ai
b1, ..., bj

]
:=

Γ(a1)...Γ(ai)

Γ(b1)...Γ(bj)
. (I.10)

The only generalized hypergeometric series which had to be dealt with was 3F2[a, b, c; d, e; 1],
for which a variety of summation theorems exist in the literature, cf. [69]. One defines the
parametric excess of the series by s := d + e − a − b − c. Saalschütz’s theorem, cf. [69], states
that

3F2

[
a, b, c

d, e
; 1

]
= Γ

[
d, 1 + a− e, 1 + b− e, 1 + c− e

1− e, d− a, d− b, d− c

]
, (I.11)

provided that s = 1 (≡ the series is Saalschützian) and one of the numerator parameters is equal
to a negative integer.
Another theorem is a generalization of Dixon’s theorem, [69],

3F2

[
a, b, c

d, e
; 1

]
= Γ

[
d, e, s

a, b+ s, c+ s

]

3F2

[
d− a, e− a, s

s+ b, s+ c
; 1

]
. (I.12)

It can be used to recast sums in a more convenient way. Consider e.g. the following sum in
which A and N are positive integers

∞∑

i=1

B(N, i)

A+N + i
=

1

N(A+N + 1)
3F2

[
1, 1, A+N + 1

A+N + 2, N + 1
; 1

]

=
1

N(A+N + 1)
3F2

[
1, 1, A+N + 1

A+N + 2, N + 1
; 1

]

=
1

N(A+N + 1)
Γ

[
A+N + 2, N + 1, N

A+N + 1, N + 1, N + 1

]
3F2

[
−A, 1, N

N + 1, N + 1
; 1

]

=
A∑

i=0

(
A

i

)
(−1)i

B(N, i+ 1)

N + i
. (I.13)
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Some results for certain values of A are given in (G.51-G.55).

If one of the numerator parameters exceeds one of the denominator parameters by a positive
integer constant, another relation can be proved by induction using Gauss’ theorem. It has been
also given in Ref. [132] recently and reads

Corollary 1 Let a, b, d, e ∈ C, Re(e− a− b− 1− k) > 0, then ∀ k ∈ N

3F2

[
a, b, d+ k

d, e
; 1

]
= Γ

[
e

e− a, e− b

][
k∑

i=0

Γ(e− a− b− i)

(
k

i

)
(a)i(b)i
(d)i

]
. (I.14)

Proof: induction over k

• k = 0

l.s. = 3F2[a, b, d; d, e; 1] = F2,1[a, b; e; 1] = Γ

[
e, e− a− b

e− a, e− b

]

r.s. = Γ

[
e

e− a, e− b

]
Γ(e− a− b) = l.s.,

√

where (I.3) has been used.

• induction assumption:
Up to some finite k ∈ N

3F2[a, b, d+ k; d, e; 1] = Γ

[
e

e− a, e− b

][
k∑

i=0

Γ(e− a− b− i)

(
k

i

)
(a)i(b)i
(d)i

]

holds ∀ a, b, d, e ∈ C.

• k → k + 1

3F2[a, b, d+ k + 1; d, e; 1] =
∞∑

n=0

1

n!

(a)n(b)n(d+ k + 1)n
(d)n(e)n

= 3F2[a, b, d+ k; d, e; 1] +
1

d+ k

∞∑

n=0

n

n!

(a)n(b)n(d+ k)n
(d)n(e)n

= 3F2[a, b, d+ k; d, e; 1] +
ab

de
3F2[a+ 1, b+ 1, d+ k + 1; d+ 1, e+ 1; 1] = (∗)
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Now the induction assumption is used

(∗) = Γ

[
e

e− a, e− b

][
k∑

i=0

(
k

i

)
(a)i(b)i
(d)i

Γ(e− a− b− i)

+
ab

d

k∑

i=0

(
k

i

)
(a+ 1)i(b+ 1)i

(d+ 1)i
Γ(e− a− b− 1− i)

]

= Γ

[
e

e− a, e− b

][
k∑

i=0

(
k

i

)
(a)i(b)i
(d)i

Γ(e− a− b− i)

+
k+1∑

i=1

(
k

i− 1

)
(a)i(b)i
(d)i

Γ(e− a− b− i)

]

= Γ

[
e

e− a, e− b

][
k+1∑

i=0

(
k + 1

i

)
(a)i(b)i
(d)i

Γ(e− a− b− i)

]
, (I.15)

where the identity

(
k

i

)
+

(
k

i− 1

)
=

(
k + 1

i

)
(I.16)

has been used.

This ends the proof.

✷

For the Gauss function, there exists a representation in terms of a complex integral over Γ-
functions. It is given by, cf. [69],

2F1

[
a, b

c
; z

]
=

Γ(c)

2πiΓ(a)Γ(b)

∫ i∞+α

−i∞+α

Γ(a+ s)Γ(b+ s)Γ(−s)
Γ(c+ s)

(−z)sds , (I.17)

under the conditions

|z| < 1 , | arg(−z)| < π . (I.18)

(I.17) only holds if one chooses the integration contour in the complex plane and the positive
constant α in such a way that the poles of the Γ-functions containing +s are separated from
those arising from the Γ-functions containing −s and closes the contour to the right.
Setting b = 1 , c = 1 in (I.17) one obtains

1F0[a; z] =
1

(1− z)a
, (I.19)

which gives the Mellin-Barnes transformation, cf. [120,133],

1

(X + Y )λ
=

1

2πiΓ(λ)

∫ +i∞+α

−i∞+α

dsΓ(λ+ s)Γ(−s) Y s

Xλ+s
. (I.20)
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The contour has to be chosen as in (I.17) and the conditions 0 < α < Re(λ) , | arg(x)| < π have
to be fulfilled.
By applying Mellin-Barnes transformations one can express sums of parameters raised to some
power in the denominator by their product, thus rendering the evaluation of a parameter integral
trivial. One is left with a complex integration, which is usually more complicated than (I.20)
and involves several nested integrations. In some cases analytic results for the Mellin–Barnes
integrals exist, e.g. Barnes’ second lemma, [69],

1

2πi

∫ i∞+α

−i∞+α

Γ

[
a+ s, b+ s, c+ s, d− s,−s

e+ s

]
= Γ

[
a, b, c, d+ a, d+ b, d+ c,

e− a, e− b, e− c

]
, (I.21)

provided a+ b+ c+d = e, Re(c+s) > 0, and that the integration contour can be chosen in such
a way that it separates the poles as outlined above. In a more general case, the first condition
might not be fulfilled, but be of the form

a+ b+ c+ d+ k = e, k ∈ N . (I.22)

Integrals of this type can be evaluated recursively via the equality, [69],

Γ

[
a, b, d− a, d− b

d

]

3F2[a, b, c; d, e; 1] =

Γ

[
e

e− c

]
1

2πi

∫ +i∞+α

−i∞+α

dsΓ

[
a+ s, b+ s, d− a− b− s, e− c+ s,−s

e+ s

]
, (I.23)

which holds under the condition Re(e − c + s) > 0 and that the contour separates minus- and
plus-poles. Setting c = d in (I.23) yields Barnes’ second lemma via (I.3), whereas c = d+k yields
an expression for the integral in (I.21) under the condition (I.22). By using (I.14) to evaluate
the hypergeometric series, one arrives at

1

2πi

∫ +i∞+α

−i∞+α

ds Γ

[
a+ s, b+ s, d− a− b− s, e− d− k + s,−s

e+ s

]

= Γ

[
a, b, d− a, d− b, e− d− k

d, e− a, e− b

][
k∑

i=0

(
k

i

)
(a)i(b)i
(d)i

Γ(e− a− b− i)

]
.

Substituting d→ d+ a+ b, e→ c+ d+ k, defining e := a+ b+ c+ d+ k, one observes the new
conditions Re(c+ d+ k − 1) > 0 and Re(c+ s) > 0, stemming from (I.3,I.23). This yields

1

2πi

∫ +i∞+α

−i∞+α

dsΓ

[
a+ s, b+ s, c+ s, d− s,−s

e+ s

]

= Γ

[
a, b, c, d+ a, d+ b, d+ c

e− a, e− b, e− c

][
k∑

i=0

(
k

i

)
(a)i(b)i(c+ d)k−i(d+ a+ b+ i)k−i

]
. (I.24)

which holds only if a+ b+ c+ d+ k = e. For k = 1, 2, 3, (I.24) can be found in [120].
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J Parameter Integrals

In the following, we present some sample calculations used in the evaluation of the individual
diagrams.
After having performed the momentum integration, one has to take care of the boundaries of
the emerging parameter integrals. At most one has to consider the following integral

I1 :=

∫ 1

0

dw

∫ 1

0

dv

∫ 1

0

dyf(w, v, y) δ(y + v + w − 1) , (J.1)

where f is any function of the variables w, v, y. Using the properties of the δ-distribution, one
can perform the y integration, yielding

I1 =

∫ 1

0

dw

∫ 1

0

dv

∫ ∞

−∞

dyf(w, v, y) δ(y + v + w − 1) θ(y) θ(1− y)

=

∫ 1

0

dw

∫ 1−w

0

dvf(w, v, 1− v − w)

=

∫ 1

0

dv

∫ 1−v

0

dwf(w, v, 1− v − w) . (J.2)

When combining five propagators using the Feynman parametrization, one obtains after the
momentum integration a four-fold parameter integral. In all diagrams but f, n and i, two further
parameters can be integrated quite easily, e.g. the general integral of diagram d looks like

Id =

∫ 1

0

dx

∫ 1

0

dw

∫ 1−w

0

dv
vewaxb(1− x)c

(x+ w − xw)d
, (J.3)

where a, b, c, d, e ∈ R, e 6= −n, n ∈ N. This gives

Id =
1

e+ 1

∫ 1

0

dx

∫ 1

0

dw
(1− w)e+1waxb(1− x)c

(x+ w − xw)d
, (J.4)

and thus one is left with a two-parameter integral. The parameters a, b, c, d, and e are in
general given in terms of the Mellin-variable N ∈ N, the dimensional regularization parameter
ε and further additive fixed integers. If ε = 0, these integrals diverge in general. In order to
isolate the ε-dependences explicitly, i.e. to obtain the final result as a Laurent-series in ε, analytic
continuation has to performed. This is done by rewriting the integral as a function, of which
the behavior in the complex plane is well defined and can therefore be expanded in ε. This
expansion always amounts to expanding Γ-functions, see Appendix H, and is frequently used
in this calculation. The simplest cases of analytic continuation are then obtained by using the
integral representation of the Beta-function, see Eq. (H.10). Let us consider e.g. the following
divergent integral as ε → 0,

∫ 1

0

dxxε−1(1− x)N = B(ε,N + 1) =
1

ε
− S1(N) +O(ε) . (J.5)

This series in ε cannot be obtained by simply expanding the integrand of (J.5), which would
yield up to O(ε0)

∫ 1

0

dx

(
1

x

)
(1− x)N = ∞ . (J.6)
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In order to analytically continue more difficult integrals, one makes use of the fact that integrals
of the type (J.4) can be rewritten as a hypergeometric series, see Appendix I. Consider e.g.

I1 =

∫ 1

0

dx

∫ 1

0

dw
(1− w)awbxc(1− x)d

(x+ w − xw)e
, (J.7)

A change of variables y := 1− x yields

I1 =

∫ 1

0

dy

∫ 1

0

dw(1− w)awb(1− y)cyd(1− y(1− w))−e .

The y-integral can be carried out by using the integral representation of the hypergeometric
function 2F1[a, b; c; z], Eq. (I.4), [69],

I1 = B(d+ 1, c+ 1)

∫ 1

0

dw(1− w)awb
2F1

[
e, d+ 1

2 + d+ c
; 1− w

]

= B(d+ 1, c+ 1)
∞∑

k=0

(e)k(d+ 1)k
k!(2 + d+ c)k

∫ 1

0

dw(1− w)a+kwb

= B(d+ 1, c+ 1)B(a+ 1, b+ 1) 3F2

[
e, d+ 1, a+ 1

2 + d+ c, 2 + a+ b
; 1

]
. (J.8)

This expression can now be safely expanded in ε, isolating the pole terms and carrying out the
infinite summation afterwards, provided that the generalized hypergeometric series is finite if
one sets ε = 0, see Appendix I.
In case of e = −N, N ∈ N in (J.7), one can derive the expression (J.8) easily by applying the
binomial theorem. Thus

I2 =

∫ 1

0

dx

∫ 1

0

dvwa(1− w)bxc(1− x)d(x+ w − xw)N , (J.9)

becomes

I2 =
N∑

i=0

(
N

i

)
(−1)i

∫ 1

0

dx

∫ 1

0

dvwa(1− w)b+ixc(1− x)d+i

=
N∑

i=0

(
N

i

)
(−1)iB(a+ 1, b+ i+ 1)B(c+ 1, d+ i+ 1)

= B(d+ 1, c+ 1)B(a+ 1, b+ 1) 3F2

[
−N, d+ 1, a+ 1

2 + d+ c, 2 + a+ b
; 1

]
, (J.10)

see (J.8). Here, one has used the relation, cf. [69],

(N + 1)−i =
(−1)i

(−N)i
,

→
(
N

i

)
(−1)i =

(−N)i
Γ(i+ 1)

. (J.11)
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As an illustrative example let us consider now the complete calculation of the scalar five propa-
gator integral of diagram e. In Minkowski-space it is given by

Ie,a : =

∫∫
dq dk

(2π)2D
(∆q)N−1

(q2 −m2)a((q − p)2 −m2)(k2 −m2)((k − p)2 −m2)((k − q)2)
. (J.12)

Here a denotes the power of the propagator and is equal to a = 1, 2. After performing a
Wick–rotation for all occurring momenta into Euclidean space and performing the Feynman
parametrization to combine the denominators containing the momentum k, see Appendix F, one
obtains

Ie,a = (−1)N+a

∫
dq

(2π)D
(∆q)N−1

(q2 +m2)a((q − p)2 +m2)

∫ 1

0

dxdydz δ(1− x− y − z)

∫
dk

(2π)D
2

(k2 + (x+ y)m2 − 2ykp− 2zqk + zq2)3
. (J.13)

Now shift k → k′ + zq + yp. Using symmetric integration and the fact that ∆2 = 0, see
(F.9-F.11), one can perform the k-integration in D dimensions

Ie,a =
(−1)N+aΓ(3−D/2)

(4π)D/2

∫ 1

0

dydz θ(1− y − z)

∫
dq

(2π)D
(∆q)N−1

(q2 +m2)a((q − p)2 +m2)

(z(1− z))D/2−3

(q2 + m2

z
− 2 yqp

1−z
)3−D/2

.

(J.14)

In order to get rid of the Heaviside-function, one shifts y → (1 − z)y′. Then one performs
another Feynman parametrization to combine the remaining propagators

Ie,a =
(−1)N+aΓ(4 + a−D/2)

(4π)D/2

∫ 1

0

dydz

∫ 1

0

dudvdw δ(1− u− v − w)

∫
dq

(2π)D
(∆q)N−1w2−D/2(z(1− z))D/2−3(1− z)ua−1

(q2 +m2(u+ v + w
z
)− 2qp(v + wy))4+a−D/2

.

Shifting q → q′ + (v + wy)p, and observing that ∆2 = 0, one can perform the q-integration,
which yields

Ie,a =
(−∆p)N+aΓ(4 + a−D/2)

(4π)D/2

∫ 1

0

dydz

∫ 1

0

dudvdw δ(1− u− v − w)

∫
dq

(2π)D
(v + wy)N−1w2−D/2(z(1− z))D/2−3(1− z)ua−1

(q2 +m2(u+ v + w
z
))4+a−D/2

=
(−∆p)N+aΓ(4 + a−D)

(4π)D(m2)4+a−D

∫ 1

0

dydz

∫ 1

0

dvdw θ(1− v − w)

(v + wy)N−1w2−D/2(1− z)D/2−2z1+a−D/2(1− v − w)a−1

(z + w − wz)4+a−D
. (J.15)

117



We undo the Wick rotation for the momenta p and ∆, insert D = 4+ ε and shift v → (1−w)v′.
The y integration can then be performed and gives

Ie,a = (−1)a+1 (∆p)
N−1Γ(a− ε)

(4π)4+ε(m2)a−ε

∫ 1

0

dydzdvdw

((1− w)v + wy)N−1(1− w)w−ε/2(1− z)ε/2za−1−ε/2(1− (1− w)v − w)a−1

(z + w − wz)a−ε

= (−1)a+1 (∆p)
N−1Γ(a− ε)

N(4π)4+ε(m2)a−ε

∫ 1

0

dzdvdw

[
((1− w)v + w)N − (1− w)NvN

]

(1− w)aw−1−ε/2(1− z)ε/2za−1−ε/2(1− v)a−1

(z + w − wz)a−ε
. (J.16)

Due to the presence of a, integrating v would require to introduce an additional sum. However,
only the values a = 1, 2 are needed in this calculation. Setting a = 1, the v integration is trivial
and yields

Ie,1 =
(∆p)N−1Γ(1− ε)

N(N + 1)(4π)4+ε(m2)1−ε

∫ 1

0

dzdw

(1− w)w−1−ε/2(1− z)ε/2z−ε/2

(z + w − wz)1−ε

[
1− wN+1

1− w
− (1− w)N

]

=
(∆p)N−1Γ(1− ε)

N(N + 1)(4π)4+ε(m2)1−ε

∫ 1

0

dzdw

w−1−ε/2(1− z)ε/2z−ε/2

(z + w − wz)1−ε

[
1− wN+1 − (1− w)N+1

]
. (J.17)

The integral is now in the standard form (J.7) and can be rewritten as a generalized hypergeo-
metric series. Further one extracts the spherical factor Sε, see section 4.

Ie,1 =
S2
ε

(4π)4(m2)1−ε

(∆p)N−1

N(N + 1)
exp

{
∞∑

i=2

ζi
εi

i

}{

B(ε/2 + 1, 1− ε/2)B(1,−ε/2) 3F2

[
1− ep, 1, 1 + ε/2

2, 1− ε/2
; 1

]

−B(ε/2 + 1, 1− ε/2)B(1, N + 1− ε/2) 3F2

[
1− ep, 1, 1 + ε/2

2, N + 2− ε/2
; 1

]

−B(ε/2 + 1, 1− ε/2)B(N + 2,−ε/2) 3F2

[
1− ep,N + 2, 1 + ε/2

2, N + 2− ε/2
; 1

]}
. (J.18)

The generalized hypergeometric series can now be expanded in ε. Note that two of the three
individual terms in (J.18) contain a single pole term in ε. These terms cancel in the complete
expression, as has to be expected from dimensional counting. The final sum which has to be
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calculated then is

Ie,1 =
−S2

ε

(4π)4(m2)1−ε

(∆p)N−1

N(N + 1)
exp

{
∞∑

i=2

ζi
εi

i

}
∞∑

s=0

{

S1(s)− S1(1 +N + s)

(1 + s)
+
B(N + 1, s+ 1)

(1 + s)

}
+O(ε)

=
−S2

ε

(4π)4(m2)1−ε

(∆p)N−1

N(N + 1)

∞∑

s=1

{
S1(s− 1)− S1(N + s)

s
+
B(N + 1, s)

s

}
+O(ε)

=
−S2

ε

(4π)4(m2)1−ε

(∆p)N−1

N(N + 1)

∞∑

s=1

{
− 1

s2
+
S1(s)

s
− S1(N + s)

s
+
B(N + 1, s)

s

}
. (J.19)

Here we dropped higher orders in ε. Using the sums given in Appendix G one finally obtains

Ie,2 =
−S2

ε

(4π)4(m2)1−ε

(∆p)N−1

N(N + 1)

∞∑

s=1

{
− 1

s2
+
S1(s)

s
− S1(N + s)

s
+
B(N + 1, s)

s

}

=
−S2

ε

(4π)4(m2)1−ε

(∆p)N−1

N(N + 1)

{
−ζ2 − S1,1(N) + ζ2 − S2(N)

}

=
S2
ε

(4π)4(m2)1−ε
(∆p)N−1

{
S2
1(N) + 3S2(N)

2N(N + 1)

}
. (J.20)

The case a = 2 can be treated in the same way but results in a somewhat longer expression.
Performing the v integration, one obtains the following representation in terms of generalized
hypergeometric series

Ie,2 =
S2
ε

(4π)4(m2)2−ε

(∆p)N−1

N(N + 1)(N + 2)
exp

{
∞∑

i=2

ζi
εi

i

}
(1− ε)B(1 + ε/2, 2− ε/2)

{

−B(−ε/2, 1) 3F2

[
2− ε, 1, 1 + ε/2

3, 1− ε/2
; 1

]

+B(−ε/2, N + 3) 3F2

[
2− ε,N + 3, 1 + ε/2

3, N + 3− ε/2
; 1

]

+(N + 1)B(N + 1− ε/2, 2) 3F2

[
2− ε, 2, 1 + ε/2

3, N + 3− ε/2
; 1

]

+B(N + 1− ε/2, 1) 3F2

[
2− ε, 1, 1 + ε/2

3, N + 2− ε/2
; 1

]}
. (J.21)

This gives the final result

Ie,2 =
S2
ε

(4π)4(m2)2−ε
(∆p)N−1

{
S1(N)− S2(N)− S1,1(N)

N(N + 1)(N + 2)
− 1

(N + 1)2(N + 2)

}
. (J.22)

119



K Mellin Transforms and Polylogarithms

The Mellin transforms used in the present calculation may be found in [70, 115]. As a sample,
we present some relations of harmonic sums and Mellin-transforms, which can be written in a
more compact form, see also [47].
Define

M
[
f(x)

]
[N ] :=

∫ 1

0

dxf(x)xN−1.

Then, cf. [47, 70],

M
[ 1

1 + x

]
[N ] = (−1)N−1

[
ln(2) + S−1(N − 1)

]
, (K.1)

M
[
Li4(1− x)

]
[N ] = −S1,1,2(N)

N
+
ζ2S1,1(N)

N
− ζ3S1(N)

N
+

2ζ22
5N

, (K.2)

M
[ ln(x) ln(1 + x)

1 + x

]
[N ] = (−1)N

[
ζ3
8
− ζ2

2
S1(N − 1) + ln(2)

{
S−2(N − 1)

−S2(N − 1)
}
− S1(N − 1)S−2(N − 1)− S−3(N − 1)

+S−2,1(N − 1)− S2,−1(N − 1)

]
, (K.3)

M
[Li2(−x)

1 + x

]
[N ] = (−1)N

[
−ζ3

4
+
ζ2
2

{
S−1(N − 1) + ln(2)

}

+ ln(2)
{
S2(N − 1)− S−2(N − 1)

}

+S2,−1(N − 1)

]
, (K.4)

∫ 1

0

dx
Li2(x)

1− x

[
1− xN

]
= ζ2S1(N)− S2,1(N) , (K.5)

S2,1(N)

N
= M

[
−2Li3(1− x) + ln(1− x)Li2(1− x) + 2ζ3

]
[N ] , (K.6)

M[ln(1 + z)](N) =
1

N

[
ln(2)− β(N + 1)

]
, (K.7)

M[ln(z) ln(1 + z)](N) = − 1

N2

[
ln(2)− β(N + 1)

]
− 1

N
β′(N + 1) , (K.8)

M[ln2(z) ln(1 + z)](N) =
2

N3

[
ln(2)− β(N + 1)

]
+

2

N2
β′(N + 1)

− 1

N
β′′(N + 1) , (K.9)
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M[Li2(−z)](N) = − ζ2
2N

+
1

N2

[
ln(2)− β(N + 1)

]
, (K.10)

M[ln(z)Li2(−z)](N) =
ζ2
2N2

− 2

N3

[
ln(2)− β(N + 1)

]

− 1

N2
β′(N + 1) , (K.11)

M[Li2(−z) + ln(z) ln(1 + z)](N) = − 1

2N

[
ζ2 + 2β′(N + 1)

]
, (K.12)

M[Li3(−z)](N) = − 3

4N
ζ3 +

1

2N2
ζ2 −

1

N3

[
ln(2)− β(N + 1)

]
, (K.13)

M[Φ1(z)](N) =
1

N

{
2M
[Li2(x)
1 + x

]
(N)− 2

N
ζ2 +

2

N2
S1(N)

+3ζ2β(N + 1) + 2S1(N)β′(N + 1)− β′′(N + 1)

+
ζ3
4
− ζ2 ln(2)

}
, (K.14)

where

Φ1(z) = 2Li2(−z) ln(1 + z) + ln2(1 + z) ln(z) + 2S1,2(−z) . (K.15)

M
[
Li2(x)/(1 + x)

]
(N) is a basic function, cf. [88, 110].

Useful relations between Nielsen integrals are, [116,117],

1

2n−1
Lin(x

2) = Lin(x) + Lin(−x) , (K.16)

Li2(1− z) = −Li2(z)− ln(z) ln(1− z) + ζ2 , (K.17)

Li3(1− z) = −S1,2(z)− ln(1− z)Li2(z)−
1

2
ln(z) ln2(1− z) + ζ2 ln(1− z) , (K.18)

S1,2(1− z) = −Li3(z) + ln(z)Li2(z) +
1

2
ln(1− z) ln2(z) + ζ3 , (K.19)

S1,3(1− z) = −Li4(z) + ln(z)Li3(z)−
1

2
ln(z)2Li2(z)−

1

6
ln3(z) ln(1− z) + ζ4 . (K.20)
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L Splitting Functions

We summarize the LO and NLO splitting functions in the MS-scheme in Mellin space, which are
needed to renormalize the operator matrix elements, [33–35, 59, 63–66], They naturally emerge
in our calculation and provide partial checks.

P (0)
qq (N) = 4CF

[
−2S1(N − 1) +

(N − 1)(3N + 2)

2N(N + 1)

]
(L.1)

P̂ (0)
qg (N) = 8TR

N2 +N + 2

N(N + 1)(N + 2)
(L.2)

P (0)
gg (N) = 8CA

[
−S1(N − 1)− N3 − 3N − 4

(N − 1)N(N + 1)(N + 2)

]
+ 2β0 (L.3)

P (0)
gq (N) = 4CF

N2 +N + 2

(N − 1)N(N + 1)
(L.4)

P̂PS,(1)
qq (N) = 16CFTR

5N5 + 32N4 + 49N3 + 38N2 + 28N + 8

(N − 1)N3(N + 1)3(N + 2)2
(L.5)

P
NS,(1)
qq,Q (N) = P̂NS,(1)

qq = CFTR

{
160

9
S1(N − 1)− 32

3
S2(N − 1)

−4

9

(N − 1)(3N + 2)(N2 − 11N − 6)

N2(N + 1)2

}
(L.6)

P̂ (1)
qg (N) = 8CFTR

{
2

N2 +N + 2

N(N + 1)(N + 2)

[
S2
1(N)− S2(N)

]
− 4

N2
S1(N)

+
5N6 + 15N5 + 36N4 + 51N3 + 25N2 + 8N + 4

N3(N + 1)3(N + 2)

}

+16CATR

{
− N2 +N + 2

N(N + 1)(N + 2)

[
S2
1(N) + S2(N)− ζ2 − 2β′(N + 1)

]

+4
2N + 3

(N + 1)2(N + 2)2
S1(N) +

P5(N)

(N − 1)N3(N + 1)3(N + 2)3

}
,

(L.7)

where

P5(N) = N9 + 6N8 + 15N7 + 25N6 + 36N5 + 85N4 + 128N3 + 104N2

+64N + 16 . (L.8)

The splitting functions contribute to the expansion coefficients of the inverse operator renormal-
ization constants ZO,ij and the transition functions Γij in the MS-scheme, [55, 104,105],

Zij(ε, as) = δij + asSǫ

[
−1

ε
P

(0)
ij

]
+ a2sS

2
ǫ

[ 1
ε2

{1
2
P

(0)
ik ⊗ P

(0)
kj + (β0 + β0,Q)P

(0)
ij

}

−1

ε
δαsP

(0)
ij − 1

2ε
P

(1)
ij

]
. (L.9)

Γij(ε, as) = δij + asSǫ

[1
ε
P

(0)
ij

]
+ a2sS

2
ǫ

[1
ε

{1
2
P

(0)
ik ⊗ P

(0)
kj + β0P

(0)
ij

}
+

1

2ε
P

(1)
ij

]
. (L.10)

For the definition of the β-function, see Eqs. (134, 135).
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Zusammenfassung

Diese Diplomarbeit behandelt die Beiträge der Erzeugung von schweren Quarks zu den Koef-
fizientenfunktionen der tief-inelastischen Streuung bis zu O(a2s) bei grossen Virtualitäten Q2.
Die Korrekturen zu den Strukturfunktionen durch schwere Quarks sind relativ groß und können
20–40 Prozent des Gesamtergebnisses ausmachen. Im Falle der unpolarisierten Lepton–Nukleon
Streuung bei Ein-Photon Austausch wird der Wirkungsquerschnitt der tief-inelastischen Streu-
ung durch die Strukturfunktionen F2(x,Q

2) und FL(x,Q
2) beschrieben. Innerhalb der Lichtkege-

lentwicklung erhält man für Twist τ = 2 eine Darstellung der Strukturfunktionen als Mellin-
Faltung der leichten Parton-Dichten mit den Wilson-Koeffizienten für schwere Quarks. Die
Parton-Dichten sind prozessunabhängige nicht–störungstheoretische Grössen, wohingegen die
Wilson-Koeffizienten prozessabhängig sind und die Parton-Photon Wechselwirkung beschreiben,
welche bei hinreichend grossem Q2 im Rahmen der Störungstheorie berechnet werden können.
Die Berechnung des perturbativen Anteils der Strukturfunktionen vergrössert unser Wissen über
die Quantenchromodynamik. Zum Beispiel können hierdurch die universellen Twist τ = 2
Parton-Dichten aus experimentellen Daten bestimmt und somit die Vorhersagen aus verschiede-
nen Experimenten verglichen werden. Auch kann der gegenwärtige theoretische Fehler der QCD-
Skala ΛQCD durch genauere Kenntnis dieser Beiträge verkleinert werden.
Für die massiven Wilson-Koeffizienten erhält man im Limes Q2 ≫ m2 eine weitere Fak-
torisierung. Mittels der Lichtkegelentwicklung kann man zeigen, dass diese dann durch eine
Mellin-Faltung der masselosen Wilson-Koeffizienten und der massiven partonischen Operator-
matrixelemente gegeben sind. Dies erlaubt die Berechnung der logarithmischen Massenkorrek-
turen lnk(Q2/m2), sowie des konstanten Terms, jedoch nicht von Potenzkorrekturen der Form
(m2/Q2)k. Die logarithmischen Korrekturen sind mittels der Renormierungsgruppengleichung
durch die wohlbekannten Spaltungsfunktionen und die masselosen Wilson-Koeffizienten gegeben,
während der konstante Term sich aus der Berechnung der Operatormatrixelemente bestimmt.
Die Berechnung der massiven 2–Schleifen Operatormatrixelemente und insbesondere des kon-
stanten Terms der Massenkorrekturen zu den Wilson-Koeffizienten ist der Hauptteil dieser Ar-
beit. Hierfür waren massive 2–Schleifen 2–Punkt Integrale mit einem einlaufenden masselosen
Teilchen zu berechnen. Diese Integrale enthalten zusätzlich eine von der Lichtkegelentwicklung
stammende Operatoreinsetzung. Es handelt sich um die erste Nachrechnung des konstanten
Terms, der zuvor in Ref. [55] berechnet wurde. Im Gegensatz zu Ref. [55] haben wir auf die
Verwendung der partiellen Integrationsmethode für die Impulsintegrale verzichtet und dadurch
eine sehr grosse Anzahl von Zwischenergebnissen vermieden und die Berechnung entscheidend
kompaktifiziert. Ebenso konnte eine weitestgehende Automatisierung der Rechnung mittels
Computer-Algebra Programmen erreicht werden. Zusätzlich haben wir unsere Berechnungen im
Mellin-Raum durchgeführt und nicht im z-Raum, wie in Ref. [55]. Dadurch konnten wir die Inte-
gration von Nielsen-Integralen mit teilweise komplizierten Argumenten vermeiden. Stattdessen
ist es uns in fast allen Fällen gelungen, eine Darstellung in Form von generalisierten hyperge-
ometrischen Reihen zu finden, wobei als komplexeste Reihe 3F2 auftrat. Daraus ergeben sich
unendliche Summen über einfache harmonische Summen, Beta-Funktionen und Binomialkoef-
fizienten mit einem freien Parameter, Mellin-N . Diese führen im Ergebnis wiederum auf im All-
gemeinen verschachtelte harmonische Summen. Unser Ergebnis im Mellin-Raum stimmt mit dem
Mellin-transformierten Ergebnis von Ref. [55] überein. Die Komplexität der Mellin-Darstellung
ist jedoch wesentlich geringer als die der z-Raum Darstellung. Statt 48 verschiedenen Nielsen-
Integralen im z-Raum besteht unser Ergebnis nur noch aus 6 verschiedenen harmonischen Sum-
men im Mellin-Raum, von denen nur eine einzige verschachtelt ist. Es scheint so zu sein, dass
die Mellin-Darstellung der Symmetrie des Problems am ehesten gerecht wird.
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J. Blümlein, A. De Freitas, W. L. van Neerven and S. Klein,
Nucl. Phys. B755 (2006) 272-285.

Evaluating two-loop massive operator matrix elements with Mellin-Barnes integrals,
I. Bierenbaum, J. Blümlein and S. Klein,
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